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Linguistics 201
English Phonology

B. Hayes
Fall 2011
Class 13, 11/4/11: Turking III

1. Assignments etc.

· Read Kelly, Michael. 2004. Word onset patterns and lexical stress in English. Journal of Memory and Language 50.231-244.

· on course web site

· Also now posted:  a guide to hearing stress in English (Chapter 2 of Hayes (1995), Metrical Stress Theory)
the mechanical turk experiment:  denouement
2. My final choice on pay

· The task took me 3 minutes.
· I theorized conservatively they might take 10 minutes, so my 50 cents was $6/hour

· In fact:  average was 3 minutes 42 seconds = $8.18 per hour

· Distribution (600 seconds is ten minutes):
[image: image1.png]800

700

600

500

400

300

200

100





· This is from $2.69 per hour to $23.08 per hour.

3. How long it took to run the entire experiment
· About 20 minutes. 

· Amazon oddly waited about 2 hours (and told me it would) to release the final results.
· Perhaps their defense against users who frantically keep downloading the spreadsheet as it expands…

4. How you get the results

· You click on a button and download a very thorough spreadsheet (.csv format)

5. An unanticipated issue
· One Turker from Cleveland did the study six times; one from Lockport,. Illinois did it four times.

· I know this because the system reports their user ID.
· Is a way to use Amazon’s system to limit this?

· On the other hand, the study was focused more on words than on people, so this doesn’t seem the end of the world, at least for a pilot study.

6. Where are the participants from?

· N.B. the survey appeared only to U.S. Turkers.
· Only two failed to fill out the “where are you from?” box.
	Amherst, Ohio, USA

	Bakersfield, California, U.S.A.

	Bay City, MI, United States

	Buffalo, NY USA

	Chula Vista, Ca, USA

	Cincinnati,OH,USA

	Cleveland, Ohio United States (6)

	Columbus,Ohio, USA

	Corvallis, Oregon, USA

	Covington, GA, USA

	Dafter, Michigan, USA

	Demarest, New Jersey, United States

	Fairfield, TX. USA

	Fenton, Michigan, United States

	Liberty, Ky, USA

	Lockport, IL, USA (4)

	Mableton, Georgia in the United States. I've lived in Georgia nearly my entire life.

	Madison, WI

	Madison, Wisconsin, USA

	New York City, NY USA

	Phoenix, Arizona, USA

	portland, oregon usa

	Salem, New Hampshire, USA

	san diego, ca

	San Diego, CA, United States

	San Diego, CA, USA

	Sanford North Carolina, USA

	St. James, NY, U.S.; Springfield, NY, U.S.

	Tijuana Mexico before the age of 14, moved to San Diego, CA, USA at age 14

	Tulsa, OK, USA

	Various cities, various states, USA.

	Waukon, Iowa, United States


7. Self-reported language level

· 40 natives

· 2 “High”, including the person from Tijuana

· I was lazy/busy and did not cull out the two non-natives.

· I paid them all, shelling out somewhat more than 20 bucks.
8. Were they happy?

· Probably.  Here are all nine comments:

Have A Great day!

I actually enjoyed this turk. It was really interesting!

I never realized how much I actually pronounced it with a "d"...wow!!!

I think Portland natives speak more sloppily (or casually) than east coast people and thus the t like in city answers.

Interesting study...t's do sound like d's

Interesting, especially being from NYC - thanks

Probably the most interesting survey I've ever taken.  I think it would be cool to see what some of the differences are by region and/or country in terms of background.

This was a lot of fun. Thank you! Hope to see more hits like this soon.

This was very interesting! I noticed that "city T" sounds almost like a "D" sound! Thank you for the survey!

9. Flappatoriness of individual participants
· Percentage tapped, sorted ascending.
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· I suspect that in real life they are much more flappatory than this.
· This is the classic problem of observer interference in optional, style-based phonology (cf. work of Labov).
analysis i:  as classical linguistic data

10. The “binary to gradient” hypothesis

· When multiple consultants make a choice, the fraction observed tends to reflects the gradient preferences within the mind/brain of the individual consultant.

· Evidence:  Coleman and Pierrehumbert (1997), who did the same experiment xxx

11. All words sorted by tappability

	inevitable
	1.00
	commodity
	0.57
	inhibited
	0.43
	bulletin
	0.14

	liquidity
	1.00
	consecutive
	0.57
	jupiter
	0.43
	commemorative
	0.14

	antiquity
	0.86
	conspirator
	0.57
	legibility
	0.43
	competitive
	0.14

	anxiety
	0.86
	creativity
	0.57
	liberty
	0.43
	egotist
	0.14

	capitalistic
	0.86
	deputy
	0.57
	lucrative
	0.43
	hypnotist
	0.14

	carpeting
	0.86
	diameter
	0.57
	perimeter
	0.43
	impotent
	0.14

	creditable
	0.86
	heretic
	0.57
	provocative
	0.43
	inhabitant
	0.14

	equity
	0.86
	ingenuity
	0.57
	repetitive
	0.43
	intuitive
	0.14

	fallibility
	0.86
	inquisitor
	0.57
	samaritan
	0.43
	irritant
	0.14

	theater
	0.86
	limited
	0.57
	separatist
	0.43
	liberality
	0.14

	validity
	0.83
	modality
	0.57
	university
	0.43
	Mediterranean
	0.14

	beetle
	0.81
	poverty
	0.57
	visitor
	0.43
	militant
	0.14

	atom
	0.76
	predator
	0.57
	nutritive
	0.33
	militaristic
	0.14

	accredited
	0.71
	property
	0.57
	penitent
	0.33
	negative
	0.14

	bigoted
	0.71
	rickety
	0.57
	Sheraton
	0.33
	omnipotent
	0.14

	catheter
	0.71
	selectivity
	0.57
	cosmopolitan
	0.29
	parameter
	0.14

	comforter
	0.71
	stupidity
	0.57
	curator
	0.29
	relative
	0.14

	editor
	0.71
	tentative
	0.57
	entity
	0.29
	lavatory
	0.12

	humidity
	0.71
	identity
	0.50
	helmeted
	0.29
	military
	0.10

	marketable
	0.71
	absurdity
	0.43
	heritage
	0.29
	hypnotize
	0.05

	profitable
	0.71
	activity
	0.43
	inheritance
	0.29
	competent
	0.00

	puberty
	0.71
	alternative
	0.43
	marital
	0.29
	dramatist
	0.00

	society
	0.71
	authority
	0.43
	positive
	0.29
	fugitive
	0.00

	thermometer
	0.71
	barometer
	0.43
	preventative
	0.29
	gelatin
	0.00

	unlimited
	0.71
	capitalism
	0.43
	profanity
	0.29
	hesitant
	0.00

	velvety
	0.71
	chastity
	0.43
	quantity
	0.29
	metropolitan
	0.00

	laxity
	0.67
	community
	0.43
	representative
	0.29
	nicety
	0.00

	sweater
	0.67
	competitor
	0.43
	sanctity
	0.29
	proton
	0.00

	generator
	0.60
	conservative
	0.43
	sedative
	0.29
	puritan
	0.00

	argumentative
	0.57
	derivative
	0.43
	spirited
	0.29
	putative
	0.00

	capital
	0.57
	digital
	0.43
	charlatan
	0.17
	quality
	0.00

	cavity
	0.57
	executor
	0.43
	competence
	0.17
	skeleton
	0.00


12. Some constraints for a maxent analysis
· *Not tapped in stem-final position.
· This should be deduced from the ambisyllabification principles rather than stipulated.

velvety (0.71)
quantity (0.29)
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· Now, velvety depends only on Ambisyllabification II, quantity on Ambisyllabification I.

· I conjecture that the Tapping difference is rooted in the more robust character of Ambisyllabification II.

· This is not in the analysis …

· *Tap if Alveolar Stop Precedes = *ɾ /  EQ \b\bc\[(\a\al(alveolar,stop))  V ___
· This turned out to be weak; I had originally thought that /t/ would be disfavored here!

· *Tap if Alveolar Stop Follows = *ɾ / ___ V   EQ \b\bc\[(\a\al(alveolar,stop))  

· Note this is a kind of Anti-OCP effect!  
· The famous cases of consonant dissimilarity across vowels tend to apply more strongly among all-obstruents or all-sonorants (Frisch Pierrehumbert Broe 2004 NLLT, Pater and Coetzee NLLT, Wilson and Obdeyn borrowable ms.) and Tapping shifts an obstruent to a sonorant.

· *Pretonic tap = *ɾ / ___ ˈV

· Certainly this fits the general pattern of English stop allophony, which lenites intervocalic preatonic.

· The experiment was not designed to test this; only a few forms, intended as “filtration” items, were pretonic.
· It should be inviolable, but a few participants reported taps in lavatory, military, and hypnotize (are they just phonetic ninnies or is this for real?).  Another possibility would have been to throw this subject out.

· Posttonic =  *t / ˈV ___

· Our intuition that posttonic-preatonic is the “truest” ambisyllabic environment.

· The experiment was not designed to test this; only a few forms, intended as “filtration” items, were posttonic. 
· Log Frequency = *ɾ if log frequency is > 1, 2, 3, …)
· This is a totally perverse constraint — lenite in less common words!  It gets a tiny positive weight.  
· The alternative, reasonable, hypothesis (tap in frequent words), failed utterly.

· Ident(sonorant)

· The only faithfulness constraint, a basic preference for /t/.

· The assumption is that the UR’s have /t/, perhaps based on slow speech to children or orthography.

· Alternatively, we could use a Markedness constraint, *ɾ.

13. Weights obtained
· I put frequencies and violations into an OTSoft-format file.

· I ran the file with the super-handy Maxent Grammar Tool (Colin Wilson/Ben George) (http://www.linguistics.ucla.edu/people/hayes/MaxentGrammarTool/)

	*t StemFinal 
	0.89

	*t if Alveolar Stop Precedes 
	0.04

	*tap if alv stop follows 
	1.17

	*Pretonic tap 
	2.64

	*PostTonic t 
	0.86

	*Tap in frequent word 
	0.001

	Id(sonorant) 
	0.29


· *t if Alveolar Stop Precedes is plainly very weak.

· *Pretonic tap is nice and strong (and would be even stronger were it not for the phonetic ninnies)

· We can take comfort in the fact that the perverse *Tap in frequent word constraint got an extremely low weight.

14. Scattergram:  predicted vs. observed
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· Either a lot more could be done to explain, or perhaps this is just really noisy data.
15. Some forms where tapping frequency was overpredicted
	Input:
	Observed
	Predicted

	intuitive
	0.14
	0.64

	putative
	0
	0.44

	gelatin
	0
	0.43

	nicety
	0
	0.43

	fugitive
	0
	0.43

	puritan
	0
	0.43

	metropolitan
	0
	0.42

	skeleton
	0
	0.42

	quality
	0
	0.42

	inheritance
	0.29
	0.64

	Mediterranean
	0.14
	0.43


· So I think the “don’t tap if alveolar stop follows” should be generalized to include nasals.
16. Some forms where tapping frequency was underpredicted

	Input
	Observed
	Predicted

	unlimited
	0.71
	0.36

	validity
	0.83
	0.43

	fallibility
	0.86
	0.43

	capitalistic
	0.86
	0.43

	antiquity
	0.86
	0.43

	equity
	0.86
	0.43

	anxiety
	0.86
	0.43

	theater
	0.86
	0.43

	liquidity
	1
	0.43

	inevitable
	1
	0.43


statistical analysis
17. People to discuss statistics with
· Several of our faculty are super (Bruce communicates their names orally at this point.)
· UCLA has a statistics consulting office:  http://www.ats.ucla.edu/stat/services_faq.htm
· All my experience (second hand, via multiple students) indicates that these people are excellent.

· They like you to come out while you are designing your experiment.

· Here, I’m way out on a limb, since I’m not an expert at all.
· Goal:  demonstration of how you might get started.
· You want to reach a point where advice from an expert would be maximally useful; don’t let the expert think you’re a pathetic needer of hand-holding or they will punt you.
18. An important reference work
· Baayen, Harald (2008) Analyzing Linguistic Data:  A Practical Introduction to Statistics Using R.  Cambridge:  Cambridge University Press.

· Probably worth owning if you’re doing work that requires statistics and you buy into R (below).

· Also a bit frustrating:  it’s always “watch what I’m doing” rather than “Here is the basic idea/now here is the illustration.”
19. R

· This is the free package, expanded constantly by experts in statistics.

· Download from:  http://www.r-project.org/
· No graphical user interface.

· I first thought this was insane, but I was quite wrong.
· The scripts that you use instead are hard to create but can

· be shared and mined for expertise 

· be used over and over as minor adjustments take place in your data/classification system—it’s no heartbreak to “redo all your statistics”

· be used exploratorily:  copy bits of script, change something, run

· be used to compensate for horrible confusing things in R — you put in comments saying what the difficulty is and how you overcome it.

· I have posted the R script used here on the course web site.
20. How R works

· You make a data file, religiously adhering to R format.

· See below on this.

· You load or start a script.

· You click on lines of the script and hit Control R to make them operate.

· A second window on the screen shows you what happened.

· You can cut and paste whatever you like in either window.
a run through my script
21. Inputs

· I made my script by modifying a script created by Jamie White (and operated by us together) for an experiment on which we a collaborating.

· Robert Daland walked by at random and, thankfully, fixed two big problems.

· Script is posted on course web site along with the data.
22. Early on:  load the stuff you need, load your input file

## Load necessary packages

library(languageR)

## Load the input file.

MyData=read.table("C:/251Simulations/RTurk/RInputFile.csv", header=T, sep=",")

· Note:  put your R material where the path will have no spaces in it.

23. What the data file looks like

Word,StemFinal,AlveolarStopPrecedes,AlveolarStopFollows,Pretonic,PostTonic,Frequency,LogFreq,Tapped,SubjectOrder,ItemOrder,SubjectID,TimeNeeded,LanguageLevel

absurdity,0,1,0,0,0,131,4.88,0,5,28,A2ARHK50FQ79YC,240,Native

absurdity,0,1,0,0,0,131,4.88,1,11,28,A2RVD9YW4O920Y,376,Native

absurdity,0,1,0,0,0,131,4.88,1,17,28,A2IOE565GTE68I,168,High

absurdity,0,1,0,0,0,131,4.88,0,23,28,A2T6IJ2NOX22JI,349,Native

absurdity,0,1,0,0,0,131,4.88,1,29,28,A22I7MDM7F462C,143,Native

absurdity,0,1,0,0,0,131,4.88,0,35,28,A7R4T1ZT79IGQ,185,Native

absurdity,0,1,0,0,0,131,4.88,0,41,28,AC8BGOG45QWA2,129,Native

accredited,1,1,1,0,0,15,2.71,1,6,14,A2Z7GRG52TDCEH,164,Native

accredited,1,1,1,0,0,15,2.71,1,12,14,A1RWNYJA5X25YH,251,Native

…

· Headers on top

· Comma is separator

· Missing values:  put NA, not blank
24. What this looks like formatted nicely 

	Word
	StemFinal
	AlveolarStopPrecedes
	AlveolarStopFollows
	Pretonic
	PostTonic
	Frequency
	LogFreq
	Tapped
	SubjectOrder
	ItemOrder
	SubjectID
	TimeNeeded
	LanguageLevel

	absurdity
	0
	1
	0
	0
	0
	131
	4.88
	0
	5
	28
	A2ARHK50FQ79YC
	240
	Native

	absurdity
	0
	1
	0
	0
	0
	131
	4.88
	1
	11
	28
	A2RVD9YW4O920Y
	376
	Native

	absurdity
	0
	1
	0
	0
	0
	131
	4.88
	1
	17
	28
	A2IOE565GTE68I
	168
	High

	absurdity
	0
	1
	0
	0
	0
	131
	4.88
	0
	23
	28
	A2T6IJ2NOX22JI
	349
	Native

	absurdity
	0
	1
	0
	0
	0
	131
	4.88
	1
	29
	28
	A22I7MDM7F462C
	143
	Native

	absurdity
	0
	1
	0
	0
	0
	131
	4.88
	0
	35
	28
	A7R4T1ZT79IGQ
	185
	Native

	absurdity
	0
	1
	0
	0
	0
	131
	4.88
	0
	41
	28
	AC8BGOG45QWA2
	129
	Native

	accredited
	1
	1
	1
	0
	0
	15
	2.71
	1
	6
	14
	A2Z7GRG52TDCEH
	164
	Native


· Every observation has its own line, with (highly redundant) annotations that don’t vary per word.

· I have come to feel that this is the best way to keep and sort your data.

25. A method for extracting an R spreadsheet from a Turk spreadsheet

· Turk format:  one row per participant, with data in columns

· you need to get to the one-line-per-observation format of R

· Method:  
· 1. make new columns in the Turk spreadsheet with the Concatenate function, thus

=Concatenate([ParticipantName], “%”, [ParticipantTime], “%”, [StimulusWord], “%” [Response])



Details:

—“%” is a randomly chosen separator.

—The [ ] items stand for actual cell names, like “B27”.  Wherever these items happen to be …
—For ParticipantName, ParticipantTime, etc., you need to put in the little $ so it always tracks the same column.
—For StimulusWord and Response, don’t put in the little $; you want it to be “whatever column is the correct distance to the left of me”.
Result:  we have “glued” to each observation the relevant accompanying information (participant, stimulus word, etc.).  The “glue” is %.  Each observation is in its own cell, and all the observations for a subject are on the same line.
· 2. Grab all the cells you created and paste them into a word processor, as text.
· 3. Replace tabs (^t in Word) with line breaks (^p in Word)




Result:  every observation is now on a separate line.

· 4. replace % with commas



Result:  every aspect of the observation is now in a separate cell (from R’s 



point of view)
· 5. Grab the result and paste it into a spreadsheet

· 6. Breathe a sigh of relief, then start up R…

26. Simple counts
## The following give you 2 x 2 tables allowing you to eyeball an effect size

xtabs( ~ StemFinal + Tapped, data = MyData)
· Result:

             Tapped

StemFinal     0   1

          0 598 382

          1  81 101

· This looks promising—a lot more Tapping, proportionally, if stem final.

27. Various other stuff

· … is in the script, and I will not cover it here
statistical testing

28. Brief paean to statistics

· Endless toil, designed to reassure ourselves we are not engaged in wishful thinking.

· All forms of legitimate scholarship submit to forms of mental discipline that have the same purpose; statistics is the most rigorous.

29. Choice of test here
· The appropriate test here is a linear mixed effect model with logistic regression.

· Logistic regression:  use weighted constraints to predict a binary choice — comfortingly familiar!

· Mixed effect model:  see next

30. Linear mixed effects models

· Fixed effects:  sensible, beautiful factors we suspect of being causes; factors you might sensibly express in constraints, like the above.

· Random effects:  unavoidable stuff also likely to be a cause
· Flappatory vs. nonflappatory subjects — in this experiment they got different words, so a false skewing of the results definitely possible

· Aspects of individual words that we just don’t know about.

· Method:  let the regression model include terms for each of these stupid little effects —one for each!

· “regression with one hand tied behind your back”

· So if, in spite of this, the fixed effects test as significant, you can be more confident that they are meaningful.

· See Baayen book for a comparison of mixed effects models with the standard alternative, ANOVA (analysis of variance).

31. Calling up a linear mixed effect model in R
MyLMer = lmer(Tapped ~ StemFinal + (StemFinal|SubjectID) + (1|Word), data=MyData, family=binomial)
· MyLMer
“store the result of the calculation in a ‘bin’ that I will call 


MyLMer”

· lmer()
the actual function that computes the analysis

· Tapped
what we’re trying to predict with the regression

· ~
“based on”

· StemFinal
expressed as plain text, meaning it’s a fixed effect

· (1|Word)
word as a random effect

· (StemFinal|SubjectID)
the fanciest part:  subject as a random effect, assuming that 

subjects might be different in how important StemFinal is to 

them

· family=binomial
logistic regression; use if there are two choices
32. View what you got

MyLMer
33. Result (bottom line only)

              Estimate Std. Error z value Pr(>|z|)   

(Intercept)  -0.4963     0.1595  -3.111  0.00187 **

StemFinal     0.7211     0.3788   1.904  0.05695 
· Experience temporary sadness, since StemFinal didn’t reach significance by the usual (super-lax) 5% criterion.
· This will be reversed later.

34. Kitchen sink model (trying all at once)

MyLMerKitchenSink = lmer(Tapped ~ + StemFinal + AlveolarStopPrecedes + AlveolarStopFollows + Pretonic + PostTonic + Frequency + (StemFinal + AlveolarStopPrecedes+ AlveolarStopFollows + Pretonic + PostTonic + Frequency |SubjectID) + (1|Word), data=MyData, , family=binomial)
· Notice that we’re assuming that individual subjects can differ in their sensitivity to StemFinal, AlveolarStopPrecedes, etc.

· This is a complex model and took about 3 minutes of computer time to run.
35. Result

                        Estimate Std. Error z value Pr(>|z|)    

 (Intercept)          -0.3100489  0.1995929  -1.553  0.12033    

 StemFinal             1.1504260  0.4000813   2.875  0.00403 ** 

 AlveolarStopPrecedes  0.0906628  0.2846493   0.319  0.75010    

 AlveolarStopFollows  -1.6517273  0.4088755  -4.040 5.35e-05 ***

 Pretonic             -4.1449222  0.7420142  -5.586 2.32e-08 ***

 PostTonic             1.0777263  0.6286592   1.714  0.08647 .  

 Frequency             0.0001903  0.0001552   1.227  0.21992    
· Look at Estimate for what turn out to be constraint weights (see below).
· Look at the sign under Estimate for what candidate the constraints penalized.

· Socrates:  what does a negative sign mean in terms of preference?

· Look Pr(> |z|) for the significance level.

· Intercept is a baseline preference for one or the other output.

36. Comparing with Maxent, from above

	
	Maxent t-penalizer
	Maxent tap-penalizer
	Logistic regression positive weight
	Logistic regression negative weight

	*t StemFinal 
	0.89
	
	1.15
	

	*t if Alveolar Stop Precedes 
	0.04
	
	0.09
	

	*tap if alv stop follows 
	
	1.17
	
	−1.65

	*pretonic tap 
	
	2.64
	
	−4.14

	*PostTonic t 
	0.86
	
	1.08
	

	*Tap in frequent word 
	
	0.001
	.0002
	

	Id(sonorant) / Intercept
	
	0.29
	
	0.31


· The logistic regression is in principle more useful:
· It controlled for idiosyncratic subject and word variation.

· It comes with statistical significance values.

37. Why no scattergram or correlation coefficient?

· Quite a bit of the variation in the data is being handled by the random effects; so it’s hard to diagnose how well the model is doing.

· Baayen:  this is a fundamental problem because what we did was to extract meaning in a reliable way from noisy data.  Much of the explanation of variation was being explicit about the noise!
38. What did we learn?

· Interatonic tapping is subject to regularities:
· Inhibited by a following alveolar stop (p = 5.35e-05 = .0000535).
· More likely in stem-final position (p = 0.00403)
· A following stress blocks tapping (probably a perfect generalization, with noisy data)

· p = 2.32e-08
· There is no real support for the intuitive idea that frequency assists tapping.
· p = 0.21992
· It seems conceivable that further testing would show that a preceding stress assists tapping.
· p = 0.08647 — not really part of the experimental design
coda:  the relationship of logistic regression with maxent

39. They are the same thing 

· … but only in the limited two-choice arena.
40. The essential gimmick of logistic regression

· Focus on Candidate A.

· Compute its harmony.

· Compute the harmony of Candidate B, and subtract it from that of A.

· This gives “negative constraint violations” to A, rather like “credits”.

· Now we can focus entirely on A, which is convenient.

41. The logistic regression formula

p(MyCandidate) =  EQ \F(1,1 + e−Hmycandidate) 
where Hmycandidate is the special version of harmony that incorporates the negated harmony of the rival candidate.
42. A graph of the logistic function (Wikipedia)

[image: image4.png]



· Horizontal axis is H, vertical is probability.
43. The math showing that maxent and logistic regression are the same

· The maxent formula, from an earlier handout.  The expression in the box is harmony.
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· Applying it to the specific problem of tapping:

p(tapped candidate) = 1/Z e−Htap

where Htap is the harmony of the tapped candidate

· Let us compute Z (it’s easy, since there are just two candidates)


Z = e−Htap + e−Hstop
· Substitute this into our formula:


p(tapped) =  EQ \F(e−Htap, e−Htap + e−Hstop) 
· Here’s the trick:  multiply top and bottom by the value eHtap

p(tapped) =  EQ \F(eHtap x e−Htap, eHtap x (e−Htap + e−Hstop)) 
· Following the laws of exponents, the top cancels out to one:


p(tapped) =  EQ \F(1, eHtap x (e−Htap + e−Hstop)) 
· On the bottom, multiply out each term separately:


p(tapped) =  EQ \F(1, eHtape−Htap + eHtape−Hstop) 
· Cancel out to one again:


p(tapped) =  EQ \F(1, 1 + eHtape−Hstop) 
· Reexpress multiplication of exponentiated terms to addition of exponents:

p(tapped) =  EQ \F(1, 1 + eHtap − Hstop) 
· Introduce z:  as describe above, this is also a harmony, but calculated by negating the weights for stops and attributing them (for convenience) to the tap candidate.


z = Htap − Hstop

· Substituting this in, we get the logistic regression formula


p(tapped) =  EQ \F(1, 1 + ez) , where z = Htap − Hstop







� (1|word) is called a “random intercept”; (StemFinal|SubjectID) is called a “random slope”.











