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Class 3, 9/30/11:  Crummy Phonemes II

1. Assignment for this class

· Read Kiparsky (1988) Phonological change.  Paul Kiparsky (1988) Phonological Change. In F. Newmeyer (ed.), The Cambridge Survey of Linguistics, Vol. 1. 1988.   

· Read pp. 398-404. 

· Anticipating next time, read: 

· Bruce Hayes (2009) Syllabification in English.  Web-posted extra chapter of his textbook Introductory Phonology.
· Both Posted on the course website:  www.linguistics.ucla.edu/people/hayes/251English/

2. For today

· Crummy phonemes II
· Overview and opinion

· Finishing [aɪ]/[ʌɪ]

· The case of [ɛə]/[æ]

· Theory:  what sort of analysis is appropriate for crummy phonemes?

overview and opinion

3. Bruce’s take on crummy phonemes

· For the speakers, they are phonemes—distinct perceptual categories, with all the advantages for discrimination that pertain thereto.

· But they are new phonemes, arising in a context of free variation.

· So people aren’t sure which words should have them.

· I.e. phonemicity is not at issue, but incidence is.

· In cases of uncertainty, people collect generalizations, producing semipredictability about distribution.
· cf. islands of reliability (Albright 2002, Albright and Hayes 2003) for morphology; Hayes, Zuraw et al. (Lg. 2009) on Hungarian vowel harmony
· We can think about what grammatical form these generalizations take.

· Kiparsky uses classical tools of underspecification theory and lexical phonology.

· I think we could get a simpler and more precise theory using violable constraints; see below.
4. Distributional learning of phonological categories

· There are computational guys who can process “clouds” of perceptual tokens and derive from them proto-phonemic categories; one classic paper:

· Frank Guenther and Marin Gjaja (1996) The perceptual magnet effect as an emergent property of neural map formation.  Journal of the Acoustical Society of America 100: 1111-1121. [on course web site]
· This paper models the perceptual distortion caused by phonemicity — tokens are misheard as closer to the phonemic center.

· So, a “barbell-shaped” cloud of tokens — such as, perhaps, earlier English /ʊ/ — are vulnerable to phonemic split, even if they still qualify as a single classical phoneme.
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[ʊ] region
[ʌ] region

summing up the details of /aɪ/ - /ʌɪ/
5. A historical scenario

· /ʌɪ/ originated as a “non-surface” allophone, based on the core derivation of Chomsky and Halle.

· This suffices to set up two perceptual categories—you can call them phonemes if you like.

· A barbell-like distribution might also have helped.

· Once there are two perceptual categories, random accidents of language acquisition will place them elsewhere
· Hearing sounds in words learned from outsiders that mismatch the distribution.

· Hearing fast-speech reduced versions of /aɪ/ as /ʌɪ/.

· As above, sound changes can add new members to the category, boundaries, as in Minnesota aɪ  ʌɪ / __ ɹ
· The gradual spread of a crummy phoneme is termed lexical diffusion.
6. Details:  Travel 

· Vance and his mom lived in Maryland during his ages 12-14.

· He picked up [ɛʊ] for *oː, so clearly was influenced by his surroundings.
· But the divergences were found even in Vance’s “townie” consultant—avoiding outside contact completely seems impossible.

· It would be interesting to check the distribution of an unquestionably authentic townie; i.e. one who was not pals with a future linguistics professor in high school…

7. Cosmopolitan words are likely to be heard from outsiders

· The following were perhaps heard from a non-Raising speaker.

bison

[aɪ]  
(Vance, Mom)

colitis

[aɪ]
(Vance)

stipend

[aɪ]
(Vance, Mom)

but like

[aɪ]
(Vance).  This is baffling; perhaps an adolescent import 




from the discourse particle like?  See below on function 




words.
8. Morphological inheritance

· This is one way to make decisions about words whose category you don’t know.

· There are some indications in the Vance data that the [ʌɪ]/[aɪ] distinction gets inherited morphologically.

anti-Semitic
[aɪ], after anti

· … and further that such inheritance is more likely in morphologically transparent examples.  Here are two famous non-transparent ones:
high chair
[ʌɪ]

high school
[ʌɪ]

· Counter to classical Lexical Phonology, I have come to believe that it is the transparency of the individual word, rather than of its affix, that is essential.
bifocals
[aɪ]

bisexual
[aɪ]
bicycle

[ʌɪ]


It is true that individual affixes often preponderantly occur in transparent or non-
transparent words, but this is only a tendency and is to be expected in any event.
9. Vowel reduction as a source of more /ʌɪ/; effect of word frequency

· Example:  extension of [ʌɪ] to tiger.

· I suspect that some of the “wrong” [ʌɪ] cases are often in frequent words—where rapid speech produces a semi-reduced higher vowel, with likelihood of phonemic misinterpretation.

[aɪ]
idol, bridle     I have elicited [aɪ] in Snyder.
[ʌɪ]
cider, spider   
10. Some old phonotactics survive, some don’t
· No cases of [ʌɪ] before voiced fricatives or word-final — least likely places to get a phonetically short vowel.

· [check this out if we have a native speaker]

· But not all phonotactics are this powerful, as is shown by bison, like, and tiger.

· Also, an undergraduate paper by Bryce Wyckoff, describing his own native speech (Essex, Vermont) has a striking number of migrated /ʌɪ/’s, perhaps in every pre-atonic syllable.
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ANOTHER CRUMMY PHONEME:  /æ/ VS. /ɛə/

11. Who has this phoneme?

· Philadelphia (and hence massive amounts of study by William Labov and colleagues).  See his:
· Resolving the neogrammarian controversy.  Language 57:267-308, posted on the course web site.

· New York City and its surroundings
· and in a different guise, /æ/ vs. /a/, Boston

· Kiparsky (readings):

[image: image3.png]This rule causes stressed [&] to become tense (we will write the tensed form as
A), regularly before certain tautosyllabic consonants (see (11a), in three
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· The middle row gives us near-minimal pairs.

12. What does /ɛə/ sound like?

· Variously described as “raised”, “tensed”, diphthongized.

· It’s variable and in extreme versions (Wells) can be [ɪə] or even [iə].
· Anecdote:  I have [ɛə] as an allophone of /æ/; a person in Britain taking my work address over the phone heard Campbell as Kimball.
13. Historical background 
· I’m getting this from 
· Paul Kiparsky (1995) The phonological basis of sound change.  In John Goldsmith, ed., The handbook of phonological theory.  Oxford:  Blackwell.
· See also Wells,  Accents of English (1982) p. 134

14. Stage I  
· The Northeastern cities of the U.S. had a lengthening of /æ/ .  Ur-environment:



/ ___ f, s, θ, nt, ns  when tautosyllabic



as in pass, path, laugh, aunt, dance (vs. e.g. cap, hat)
· In Boston:

· lengthened [æː] evolved into [aː], the “Park the car in Harvard Yard” vowel.

· short [æ] was stable

· In New York and Philadelphia:
· lengthened [æː] evolved into [ɛə]

· short [æ] was stable

· There were further developments, but let’s first take a break and talk about …
15. The British connection

· We’ve already studied the trap-bath split, a failed sound change observed in RP and other British dialects.

· It, too, lengthened [æ], in this case creating [ɑː] (merger of the palm and start sets).
· It, too, was an incomplete sound change that set the lexicon adrift.

· Let’s look at the environments for Wells’s Bath set examples.


/f/
staff, giraffe

/ft/
raft, craft

/s/
brass, grass

/sp/
clasp, grasp

/st/
blast, fast

/sk/
ask, basket

/ns/
dance, advance

/nt/
grant, enchant

/ntʃ/
branch, ranch

/nd/
demand, Flanders

/ns/
dance, chancellor

/mp/
example, sample

/ð/
rather
· This looks awfully similar to me!  And it makes sense as a cultural import:
· confinement to East Coast cities, just like r-Dropping
· So I’m puzzled when Wells calls the American development something distinct from the British one.

16. Kiparsky:  the environments for New York and Philadelphia augmented by “blend ins”

· Visit the nearby inland Americans, like me, who have no /æ/ - /ɛə/ distinction, and you find [ɛə] as a pure allophone.

· Roughly, the Northern Cities dialects, but I think it goes further than this.  

· Here, there is variation in how much you diphthongize (see above on [iə]).
· Variation depends on environment (Kiparsky, following Labov):


nasals

voiced stops

fricatives
voiceless stops



MOST







LEAST



ban

bad


fast

bat

· New Yorkers cloned the inland allophone as a basis for extending the “default” environment for their /ɛə/ phoneme to before (tautosyllabic) nasals, voiced stops, and fricatives.

· Philadelphians borrowed only the prenasal and prefricative cases.

· For both, the trigger had to be tautosyllabic, a restriction retained from the older rule.
· From Labov:
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CHARACTERISTICS OF /ɛə/ AS A CRUMMY PHONEME

17. Lexical idiosyncrasy

· Labov 1981 describes a speaker from NYC who has [ɛə] in bad, bag, and dance; [æ] in half, ask, and laugh, and free variation in pass

· More generally, speakers disagree with one another quite a bit in which words have which.

18. Spread to novel forms and environments

· Planet should not have [ɛə] (open syllable), but this pronunciation is spreading among Philadelphia schoolchildren (Labov).

19. Morphological inheritance
· Classic example 

banner

‘flag’


[ˈbænɚ]

banner

‘one who bans’
[ˈbɛənɚ]
· Kiparsky gives


[ˈmɛən-ɪŋ] 
manning


[ˈtɛən-ɪŋ]
tanning


[ˈhɛəm-ɪŋ]
hamming


[ˈklɛəm-i]
clammy


[ˈglɛəs-i]
glassy


[ˈmɛəd-ən-ɪŋ]
maddening


[ˈmɛəd-əst]
maddest

[ˈskɛən-ɚ]
scanner
· Inheritance depends on the transparency of the morphological formation involved; hence variation (which puzzles Kiparsky) with his “Level I” affixes in:

class-ify, gas-ify, gas-eous, photograph-ic, mass-ive   


all [ɛə] or [æ] depending on consultant or speaking occasion
· If the base has a non-[æ] vowel (due to “deep” phonology), no inheritance:


[ˈsæn-ɪɾi]
sanity

base has /eɪ/

[ˈspænɪʃ]
Spanish
base has /eɪ/
· If the base has a schwa, no inheritance


[hjuˈmænɪɾi]
humanity


[taɪˈtænɪk]
titanic
· This strikes me as accidental under Kiparsky’s approach:  why couldn’t there be a dialect in which /æ/ is tensed on the first cycle, while stressless?

· More generally:  inheritance seem to take place “in the flesh”, where an [ɛə] is physically there in a genuinely pronounced base.  This is what OO-Correspondence would get you.

20. Morphological inheritance under hypocoristic truncation 
· Source:  Laura Benua,  U. Mass. diss., (1995)

· This goes backwards, creating /æ/ in closed syllables.


[ˈdʒænət]
Janet

[ˈdʒæn]
Jan
21. Override by other rules/constraints

· Strong past tenses are created with [æ].
· This is clear from words that don’t have the tensing environment:  sat, spat, drank, sang, rang all with [æ] (N.B. [ŋ] although nasal does not trigger [ɛə]).

· So:  

[ˈɹæn]

ran

[biˈgæn]
began

[ˈswæm
swam
· These compete with tensed versions (Labov)

22. Function words
· These normally have schwa.

· But when pronounced in their full versions, they show unexpected /æ/:  had, am, can
· Thus a nice minimal pair, [ˈkæn] can ‘be able to’ / [ˈkɛən] can ‘metal container’
· Suggestion:  the full vowel appears only under emphasis, which would produce a lower output; duly interpreted as the /æ/ phoneme

· Function words tend to have their own phonology anyway (cf. [ð]); so the regular system does not insist on /æ/

23. Affect

· Has been offered by Labov 1981 as an account of /ɛe/ in bad, glad, sad.
crummy phonemes:  what sort of analysis is appropriate?
24. What we need—framework
· Given all the variation and speaker ambivalence, we want a framework that generates gradience and probability—Kiparsky’s lexical phonology solution says nothing about this.
· I’m all for constraint-based frameworks, which let us simplify and “atomize” the analysis rather than bundling everything together into big complicated rules.  

· Two current candidates for gradient constraint-based analysis
· Noisy Harmonic Grammar (Boersma and Pater 2008)

· Maxent grammar (e.g. Goldwater and Johnson 2003, Smolensky and Legendre 2006)

25. What we need—constraints

· Firm vs. weak lexical entries, reflecting the speaker’s certainty of their phonemic identity; cf. Zuraw (2000)
· Weakness results from rare or conflicting input.
· Faithfulness could be indexed to the strength of the input:



“Match the lexical entry for tenseness in front low vowels.  Strength of violation 


depends on strength of lexical entry.”
· For concreteness we can speak roughly of Strong Faith and Weak Faith.

· Constraints, both strong and weak, guiding the speaker in her choice between the competing crummy-phonemes.  

· Markedness



—Strong:




*ʌɪ / ___ ]word


*[tʃʌɪ]



*aɪ / ___ [−voice,−cont] ]word
*[tʃaɪt]



*ɛə / ___ [−voice]

*[vɛək]



—Weak:




*aɪ / ___ [−voice]

See bison, above.



*æ / ___ {m, n} ]syl

See Jan, above
· Output-Output correspondence



“When a candidate form is plainly derived from a base, match the tenseness of 


low front vowels with their base value.”
(see above: banner, Jan, but classic)
· Constraints of the morphology



“Present verbs with [ɪ] take [æ] in the past.”

26. Rankings

>> 
= firm domination

>>? 
= weak, probabilistic domination

<> 
= essentially tied ranking

· *ʌɪ / ___ ]word >> Strong Faith

(no words like *[tʃʌɪ], and they sound funny)
· OO-Corresp. >>? *æ / ___ {m, n} ]syl
(speakers often feel queasy about [dʒæn])

· Weak Faith <> *aɪ / ___ [−voice] V

(reflecting a speaker’s total ambivalence 






about bison)

· “[æ] in past” <> Strong Faith, *æ / ___ {m, n} ]syl









Philadelphians seem to vary on this point.

27. Future research on crummy phonemes?
· Vance’s efforts at collecting many, many words were revealing, I think.

· Finding true townies, less contaminated by dialect contact, might be informative.  What are they like?

· Further collection might gather confidence ratings for each variant, giving a richer form of data to model.
· Judgments of illegal forms like *[tʃʌɪ]:  I’m not sure any serious work has been done.
· Given Vance’s finding (my own as well) that native speakers easily hear these distinctions, it might be possible to gather scads of data for cheap using the Amazon Mechanical Turk.

� For an interesting experiement addressing this see the supplementary Labov reading on the course web site.


� Here, the IPA symbol [a] is given its (rare) “official” value; i.e. front and maximally low.  Usually it is used informally for a central vowel.


� Boersma, Paul & Joe Pater (2008). Convergence properties of a gradual learning algorithm for Harmonic Grammar. Rutgers Optimality Archive 970.





� Smolensky, Paul & Géraldine Legendre. (2006). The harmonic mind: linguistic and philosophical implications. Cambridge, MA: MIT Press.


Goldwater, Sharon & Mark Johnson. (2003). Learning OT constraint rankings using a maximum entropy model. In Proceedings of the Stockholm Workshop on Variation within Optimality Theory, ed. Jennifer Spenader, Anders Eriksson & Osten Dahl, 111–120.


� Labov 1981 reports that suburban Philadelphia children with out-of-area parents generally fail to learn the distribution of /ɛə/ vs. /æ/.





