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1. Assignments for this class

· Current reading:  McClelland and Vander Wyk

· Hand back results on phonotactic searching.

· Finish reading Liberman and Prince (1977); take a peek at background readings below

2. Background readings posted on line

· Extract from Leonard Bloomfield (1933) Language on phonotactics
· Extract from Benjamin Lee Whorf (1940) “Linguistics as an exact science”

· Hayes, Bruce and Colin Wilson (2008) A maximum entropy model of phonotactics and phonotactic learning. Linguistic Inquiry 39: 379-440. — another approach to converting constraint violations to well-formedness values.
phonotactic theory

3. Numerical theories

· We set up a batch of constraints, which yield a pattern of violations for each form.

· We set up equations that obtain a well-formedness value for each form.

· … plus perhaps other equations that relate well-formedness to observables

· These can be native speaker ratings, lexical frequency

how can we derive well-formedness/frequencies from constraint violations?

4. We will do three theories

· McClelland/Vander Wyk addition

· McClelland/Vander Wyk multiplication

· maxent (next time)

the McClelland/Vander Wyk additive model

5. Preamble:  McClelland and Vander Wyck’s bold move

· Their paper engages no data other than lexical frequency!

· Obviously, they know that sooner or later we need to engage the native speaker’s intuition, and this work is in progress.

· citation here

6. The model, step I:  calculate harmony
· For a form, find every constraint it violates.

· Take the weight of the constraint and multiply by the number of violations.

· Sum what you get over all such constraints.

· This often called the harmony of the form.

· This is intuitive if the weights are made all negative:  good = high harmony

7. Harmony in the McClelland/Vander Wyk formula

boxed part is harmony
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8. Step II:  compute the rate variable from harmony

· Compute R, a “rate variable”, as follows.

· Add a positive number, β, to the harmony (as above).

· If the harmony’s magnitude was greater than β, then R would be negative.

· Set it to zero instead—violators predicted to have zero frequency.

· Otherwise, let R = Harmony + β.

· In their notation:
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where 




[ ]+ is the operator meaning “same if positive else zero”




i indicates the particular form whose predicted rate is being calculated.

9. Step III:  predict a distribution of frequency in the corpus

R is the “rate variable” underlying a Poisson distribution.

This uses the formula


p(k) = (Rk/k!) e-R

where p(k) = the probability you will observe k forms with your violation profile

10. Some Poisson distributions (< Excel; also paper p. 48)
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· Note that the peak of each distribution is at (and just before) R.

11. Result

· The peaks of R are the simplest way of predicting the outcomes.

· But the distributions let us calculate significance terms:

· “The theory says that X should be more frequent than Y.  But by mere random fluctuation, there is a 5% probability that Y come out more frequent than X”

· This is a more hard-nosed assessment than mere qualitative match.

12. Where do the weights come from?

· You go to your corpus, count the frequencies, then use an established fitting algorithm (“Praxis”) that tries to find the best-fitting weights.

· This is not guaranteed to work perfectly, due to the famous local-maximum problem.

· The very best model they got fit the corpus frequencies with r2  =.95. 

the McClelland/Vander Wyk Multiplicative model

13. Starting point

· The equation is:
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· Procedurally this is:

· Constraints have weights between 0 and 1.  Lower is more severe.

· Start with a default value of (.

· For every constraint violation, multiply what you have by the constraint weight.

· N.B. there is no cut-off here, as was embodied in the previous model.

· Of course, there could be; e.g. “Subtract .2 from Si; then everything below 0 is (equally) awful.”

The analysis itself: English monosyllabic rhymes 

14. M+V’s corpus data 

· Source:  CELEX

· Select only monosyllables.

· Of these, select only the most indubitably monomorphemic — even first bites the dust!

· Here we have been more liberal, following a Kiparskian “Level I” criterion.

· Of these, select only their rhymes.

· About 3000 forms result

15. M+V’s constraints

· These have a more refined version, but at the crudest level (used for harmonic-bounding analysis) there are just four.

· They are given here in nomenclature of our field, plus the M+V abbreviation:

· *Coda

“Penalize every coda consonant”

↓X

· *Long vowel






↓VV
· * EQ \b\bc\[(\a\al(−sonorant,+voice))  in coda




↓VO
· *[−coronal] in coda





↓NC

Evaluation of phonotactic models

16. Preamble

· Evaluating models can be as hard as inventing them, or more so.

· M+V sensibly first evaluate their models in a primal, qualitatative way, then in full detail.

Crude evaluation

· This can be described in the terms of our culture as:

· “If the violations of form A harmonically bound (are a strict subset of) B, then A had better be more well formed than B.”

17. The lattice of harmonic bounding

· Lattices (like syntactic trees, but with multiple mothers allowed) are useful elsewhere in phonology

· Frisch, Pierrehumbert and Broe’s (NLLT 2004) similarity lattice

· Arto Anttila’s “t-order” lattice for factorial typology

· M+V’s lattice:

· Sort out the English data into generic categories like /Vt/ (short vowel, single coronal consonant) or /VVb/ (long vowel, voiced labial obstruent present) 

· The part of the lattice covering the simple cases, with frequencies—which match in almost every respect, yay.
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· Sample error:  short vowel + [g] should be rarer than short vowel + [d]

Searching in our data, in an input file culled for monosyllables only, no affixed forms:

56:  bag beg big brag brig bug chug dig drag drug dug egg fag fig flag gag gig greg hag hug jig jug keg lag leg lug Mag mug nag peg pig plug prig pug rag rig rug sag shag shrug slag slug smug snag snug stag swig tag thug tig tug twig ugh wag Whig wig
59: ad add bad bed bid blood brad bread bud cad Chad cid clad dad dead dread dud fad flood gad glad good grid head hood id kid lad lead lid mad mid mud pad plaid quid read red sad scud shad shed should shred skid sled spread spud squid stead stud ted thread thud tread wed wood would zed

(I did this hoping to illustrate M+V’s point, but as it turns out perhaps their bad finding may be partly due to idiosyncracies of their database.)

18. Items emerging from the lattices

· Short vowel rhymes are zero frequency, yet harmonically bound VC.

· This is not very puzzling; lots of languages have a minimal word constraint.

· M+V impose a “hard constraint” to rule out V.

· Vŋ is (nonsignificantly) rarer than Vŋk

· Here is our first case of “accidents of history produce weird results”, as follows.

19. History of Vŋ
· Ur-form:  /Vng/, probably allophonically [Vŋg]

· This is harmonically bounded by /Vnk/, allophonically [Vnk].

· Cluster simplification, which produces lowered markedness and by itself is sensible, produces [Vŋ].

· But until time heals the wound (Martin 2007), [Vŋ] inherits the expected low frequency of [Vŋg]

20. Other lattice trouble

· [ts] should be more frequent than [ks].  We’ve noticed this, too.

· [Vld] should be more frequent than [VVld]

· Our CMU data also indicate trouble:

   17
bold child cold field fold gold hold mild mould old scold shield wield wild wold world yield

5
build gild guild meld weld
21. Some historical explanations only make things worse

· My understanding is that child acquired its long vowel by phonological change—antioptimizing??

· Minkova, Donka and Robert Stockwell (1992) Homorganic clusters as moric busters in the history of English: The case of -ld, -nd, -mb. History of Englishes: New methods and interpretations in historical linguistics, ed. by Matti Rissanen, Ossi Ihalainen et al., 191-207.  Berlin: Mouton de Gruyter.










