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ABSTRACT OF THE DISSERTATION

Both Lexicons

by

Chis Golston
Doctor of Philosophy in Linguistics
Univessity of California, Los Angeles, 1991
Professors Victoria A. Fromkin and Donca Steriade, Co-Chairs

The dissertation proposes that the words and affixes of a language are stored znd
processed in two lexicons: the “Lexicon” contains content words and derivational
affixes, the “Phrasicon” contains function words and inflecrional affixes. The insertion of
lexical material in grammatical and on-line processing is taken to be & two-stage, level-
ordered process. The first stage is insertion from the Lexicon, the second is insertion
from the Phrasicon.

Chapter } reviews grammatical and production models and how they model lexical
storage and processing. A grammatical model and a production maodel are proposed that
incerporate two lexicons, as well as level-ordered lexical insertion.

Chapier 2 draws on minimal prosodic weight requircments imposed on conteat words
and derivational affixes in English, Ancient Greek and Latin. Function words and

inflectional affixes are shown mot 10 be subject 10 thesc requirements, supporting the



claim that they are stored in a different component of the grammar in which these weight
requirements do not hold.

Chapter 3 investigates phonological aspects of level-ordered lexical imserion.
Prosodic constituents above the word are claimed to be formed after the first stage of
lexical inscrijon but before the second. Analyses of phrasal stress and of reduced forms
of function words are given for English, Arncient Greek and Latin.

Chapter 4 concems vmd—formation processes. 1t is argued that types of affixation,
compounding, and otber word-formation processes apply eitber in {he Lexicon or in the
Phrasicon, but not in both.

Chapter 5 presents suppont for level-ordered lexical insertion from the swdy of speech
emors. Those types of errors that commonly occur, as well as those that do wot, support
\he claim that lexical insertion occurs jn two distinct stages.

Chapter 6 is concerned with different types of aphasia. Aphasic patients show
differcatial impairments that affect content words and derivational affixes but spare
function words and inflectional affixes or vice versa, supporting the claim that there are

two lexicons.

1. Introduction

How many lexicons does a grammar bave? And how many lexicons docs & speaker vse
in producing an utterance? The upsual assumption is one. In this dissertation, however, 1
will present evidence that poinis t0 the existence of two lexicons ia both foymal grammars
of natural languages and in fonnal models of speech production. The first lexicoa, for
which 1 use the term “Lexicon” is to contain content words {lexical ilems, open class
words) and derivational affixes such as -ity and -ness. The sccond lexicon, the
“Phrasicon”, is to contain function words (non-lexical ifcms, closed class words) and
inflectional affixes such as plural -3 and past tease -ed. This hypothesis about the
modular organization of lexical storage 1 will call The 2 Lexicon hypothesis.

A second hypothesis pursued here is that the selection and insestion of the
phonological material that consitutes words and affixes is level-ordered. That is, the
phonological forms of words and affixes are oot inserted all st once in speeck production
or in the grammatical derivation of & sentence, but in two distinct md scparite slages,
each of which corresponds to one of the two lexicons meationed above. In ibe finst stage
of lexical insertion, the phonological forms of conient wosds and derivational affixes are
inserted into the syntactic and semantic representation of an utterance; only &t a later
stage are function words and inflectional affixes inserted. Thus the first stage of lexical
insertion inserts phonological forms stroed in the “Lexicon”, whereas the sccond stage of
lexical insertion inserts phonological forms stored in the “Phrasicon”. This hypothesis I
will call Level-Ordered Lexical Insertion.

Evidence for these two hypotheses will be drawn from two major arcas. [First,
grammatical evidence will be presented for the 2 Lexicoa Hypotbesis (Chapiers 2 and 4)
and for Level-Ordered Lexical Insertion (Chapter 3). Second, speech error and aphasic
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evidence will be presenied for Level-Ordered Lexical Insetion (Chapter 5) and the 2
Lexicon Hypothesis (Chapter 6).

This chapter will serve as a review of some of the relevant literature concerning
lexical representation and storage in grammatical and production models. The
grammatical models (1.1.1) range from those having no lexicon at all to those having one
or two Jexicons. [ proposc a grammatical model of my own which incorporates the 2
Lexicon Hypothesis and Level-Ordered Lexical Inseriion, The production models
(1.1.2), include those with ane lexicon and those with two. Again, I propose a production
model which incorporates the 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion.
The resulting picture is a single model which can serve botk as the outline of a
grammatical model and as a the outlinc of a production model. Finally (1.2), § review
some terminology central to the discussion: conlcul words, function words, derivation
and inflection. Afier reviewing some earlier proposals as to the nature of these items, 1
tentatively skeich a new way of characterizing these types of words and affixes.

This review will thus serve threé purposes. First, it wil; provide a discussion of some
of the issues involved in modcling lexical storage and access. Second, it will provide a
review of the major proposals extant for modeling the lexicon. Third, it will begin to
articulate a model of lexical storage and access that can serve both in a2 grammar and in a
production model.

. 1.1 How many lexicons? '
Before going further, I should state what it is that a lexicon is meant to be. Emmorey &
Fromkin’s (1988) definition seems well-suited to both grammatical models and

production models:

 GSRURE J SU  UN S SRS B S

" he mental lexicon is that component of the grammar that contains all the

information--phonological, morphological, semantic, and’ syntactic--that
__speakers know about individual words and/or morphernes,

That is what a lexicon is. Whal remains to be discussed is i) How many lexicons docs &
speaker have? and ii) How is it (are they) organized?

1.1.1 Grammatical Models!

Zero Lexicons

Early generalive conceptions of the grammar (e.g., Chomsky 19;77. Lees 1960) had
nothing we would today call a lexicon: all word-formation, both affixation and
cbmpoundiug. was accomplished by essentially syntactic transformations. Lexical items
were inscred into kemnel-sentences liy rules; crucially, the tules that inserted kexical items
were of the same type as phrase structure rules—rewrite rules of the form a -> b, ‘ais
rewritien as b”:

S>NP+VP

NP>T+N

VP>V +NP

V-o>Aux+V

T->the,a

N -> man, ball, etc.

V > hit, 100k, etc.
Aux -> (have + ¢n) (be + ing) (be + en)

Phrase Structure Rules

Lexicat Rules

Chomsky later argued against such lexical rules on grounds of simplicity: since many
morphelogical properties (declensional classes, sirong of weak verbs, eic.) “are entirely
irrelevant to the functioning of the sules of the base and are, furthermore, highly
idiosyncratic, the grammar can be significantly simplified if they are excluded from the
rewriling rules and listed in lexical entrics, where they most naturally belong” (1965:87).

1 In this section [ am indebied to Hammond and Noonan’s (1989) overview of gencrative
morphology.

IV R S |
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One Lexicon
With the publication of Aspects of the Theory of Syntax, the granimar was 1o contain
no rules...that introduce the formatives belonging to lexical categories.

Instead, the bae of the grammar will contain a lexicon, which is simply an
unosdered list of all Jexical formatives. :More precisely, the lexicon is a set

“of lexical entries, each lexical entry being a pair (D, ), where D is a
-phonological distiactive feature matrix “spelling” a certain lexical
formative and C s 2 collection of specified syntactic features (a complex
symbol). {Chomsky 1965:34)

A mumber of Ifcatu:es of this ‘lexicon’ stand out. First, it was 1aken 10 be part of the
synlactic base component, rather than a scparate component (but sce Newmeyer's 1986
characterizaion below). Second, il wasnot 2 word-formation component; affixation and
. compounding still were done in the syntax. Third, it had no structure; it was laken lo be
an unordered list of lexical formatives, Fourth, it was the repository of irregularity: “In
general, all properties of a formative that arc ssentially idiosyncratic will be specified in
the lexicon™ (1965:87). Finaily, lexical jnsertion preceded transformational mules.

Newmeyer {1986:74) illustrates the Aspects model as follows:

(1) Aspects model

Phrase-Structure
Rules

Subcategorizetion
Rules

‘ Projecti

THE DEEP Rules SEMANTIC
LEXICON | RWesof | STRUCTURE REPRESENTATION

components, The le

Lexical

5
Insertion Transformationsl

, Rules

SURFACE STRUCTURE

Phonologicel
¥ Rules

PHONETIC
REPRESENTATION

It was this rather restricted conception of the lexicon that was taken up in the Sound
Pattern of English (Chomsky & Halle 1968). At this point, it was still possible to give an

overview of the grammar of a language without mentioning the lexicoa:

[A] grammar contains a syntactic component which is a finite system of
mules generating an infinite pumber of synlactic descriptions of scateaces.
Each such syntactic description contains a deep structure and a surface
structure that is partially determined by the deep structure that undeclies it.
The scmantic component of the grammar is a system of rules that assigns &
semantic interpretation to each syntactic description, making ecssential
reference to the deep structure and possibly taking into sccount certain
aspecis of surface struclure as well. The phonological component of the
grammar assigns a phonelic interpretation to the syntactic description, as
well as the associated semantic and phonetic representations.
{Chomsky & Halle 1968:6-7)

‘The grammar took on a tripartite organization into syntactic, scmantic and phonological

xicon was still merely part of the syntactic component: an unordered




list of formatives that contained no rules of ‘word-formalion. Affixation and
compounding were still done in the syntax.

By the beginning of the 1970s, problems began o emcrge with doing word-formation
in the syntax. Problems arasc both with compounding and with affixation. Syntactic
derivations of compounds (e.g., Lees 1960) violated a number of otherwise valid
syntactic principles such as recoverability. And the syntactic derivations of ceriaia
nominals such as revolution and referral failed to capture idiosyncracics in their
meaniags (Chomsky 1970), As Hammond & Noonan point out “the problem is much
more general than Chomsky indicated.... Just to take onc example, the fact that there now
exist white blackboards, green blackboards, and so on clearly shows that the meanings of
compounds like blackboard cannot be derived from the meanings of their component
parts” (1988:4).

Work by Jackendoff (1972) and Halle (1973) led to the creation of a wm'd formation
component within the grammar. Halle's proposal might be diagrammed as follows:

(2) Prolegomena-type kexicon

Lexicon

Dictionary:  a, be, man, manly, the, transmit...

Wond-formation mles
Filter

This word-formation component consisted of a/dictionary contained all occurring words
:__(simple or complex) in the language; a scparaie list af morphemes of the language; a set
of rules for creating words from those morphemes; and a filter that supplies idiosyacratic

information about specific words.

List of morphemes: a, be, man, -mit, -ly, the, trans-... ____w

ANV S VI D SR G L_J 3 ) e ) L+ ) —_J 34 3 4 ) I i_J

MP
[ Aronoff (1976) modified this model by‘,&_oﬁmmmg boundj morpbemes such t.(:u
F(!ransmmg_gtu) and thus collapsing the dlctlonary and lhr; list of morphemes.
Morphology was o be word-based, aot morpheme-based. He also restricted word-
formation rules from accessing syntactic or phonological information, yicldiag a truly
modular and esseatially astonomous lexicon.

This notion of a%‘modulu and autonomous lexiconiwas developed into a highly ’104. .
anticulated model of the lexicon iu;l'i'iit:hl- lenology (Hohinm 1982, Kiparsky l982. (et
1986). Work by S:egel (1974) and Pesctsky (1979) bad established the notion ofrlwcls of A""}

pmorphnlogy with concomittant lcvcls of phnnology Kiparsky and Mohanan devclopod 2
stratified and highly organized lexicon that gn:ntly resiricted possible morphelogical and
-phonological operations. The model looked something like this (from Kaisse & Shaw
1985:9):

(3) Lexical Phonology

Lexicon

underlying representations
morphology ==——  phonology level 1
morphology =+——=~ phonology level 2
morphology =—= phanology leveln -

'

lexical representation
Iexical insertion
insertion of pauses

postlexical phonology

Lexical Phonology (LP) is an elaborate morphological and phonotogical theory and I will

not attempt to discuss it thoroughly he See Kaisse & Shaw 1985 or a short review and
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references). An interesting aspect of LP, for our purposes, are the levels of affixation and

compounding. Consider Kiparsky's {1982) model for English:

. (4) Lexical Phonology, wonds and affixes

underived lexical

entries
+ boundary inflection f———™ j \
< vati 1
and derivation stress, shortening | | level §
# boundary derivation
and compounding |+____', compound stress level 2
laxing fevel 3

#boundary innocﬁv
/

| ————— | postlexical phonology

syntax

*+ boundary' inflection includes irregular forms like re;.rh. children, ran, and wenr, +
boundary derivation includes affixes that attract stress such as -al (phildsophy,
philosophical) and -ous (advdntage, advanifgeous). # boundary’ derivalion includes
* stress-neutral affixes)such as -ness {advantdgeous, advantdgeousness) and -ness

(philosdphical, philoséphicalness). '# boundary® inflection consists of regular
inflectional affixes like -s (dogs) and -ed (baked), all of which are stress neutral. Part of
the appeal of LP is that the SPE symbols “+", “¥" are replaced by rule domains defined in
terms of levels.

The mode! in (4) explicitly partitions affixes into different levels, with (regular)

inflection on its own level after the derivali levels. Justification for this comes from
i
the fact that inflectional affixes in English always/‘come outside of® any derivational

affixes. Thus plural -s may not occur *within*-a-derivational affix like -er: cf. cook-er-s

A :
X Q}J}fﬂ‘;{o Lexicons -

Ve

¥

vs. *cook-s-er. Inflectional morphology also may not occur ‘within® a compound: cf. 2

head-hunter-s vs. *head-s-hunter. Level-ordering mules of affixation guaranices that

AA

-~

e

3

some classes of affixes (e.g., regular inflection) will always occur ouiside of others {e.g8- )

5
derivational affixes). WP{ (4 % i

Most work in LP is not clear about where function words such as if, the, and should
are stored in a model such as (4). One would assume that they would go in the top box in

(4) with other underived lexical entrics like dog and ear. But as Kaisse & Shaw {1985:9)

note, '

From various remarks of Kiparsky and Mohanzn, we gather that the store
of underlying lexical representations, at least for English, contains only

-roots belonging to the major categories N, V, and A. The representations —> i&gﬂ ‘;
-

of affixes are contained with the word formation rules (WERs) of the
morphology [on levels 1, 2 and 3 above--C.G.], while the representations
for words belonging to w are stored clsewhere, and thus do
not recelve lexically assigned stress, Mmm) ﬂ

One problem with storing function words with oihcr undesived words is that one would
then expect them to undergo the same sorts of morphological processes {derivational
affixation and compounding) that these other words undergo. (This will be discussed in
greater deail in a later chapier.)

LP is the most complete morphological and phonelogical model of the lexicon to date

ihat uses a single lexicon. Let us now tum 10 models of lexical storage and word
4 ook

The earliest explicit 2-Lexicon }nodcl 1 am aware of is found in Stockwell, Schachter

formation that utilize two lexicons.

& Partec (1972) (hereafier MSSE). If 1 understand them comectly, they claim that the
- phonological forms of words and affixes of English are stored as follows:

— o o~ o

1



(5) Major Syntactic Stuctures of Englisic \he Second Lexicon

Lexicon Second Lexicon
Content Wonds: . i
bive, eat, thimble, yesterday... F““;“d‘f‘;ft"’lfc_“‘; will

Affixes: -ed, -ic, -ing, -ity, -ize,
-ish, -ize, -ness, -8

The phonological forms of coatcnt words and affixes are stored in ‘the Lexicon’, while

those of (at least some) function words arc stored in ‘the Second Lexicon®. The need for

wo lexicons comes from having two stages of lexical insertion:

The present grammar utilizes a second lexical inertion procedure which
follows the last rule of the transformational component. The function of
the second insertion process is to sitach phonological matrices to clusters
of semantic-syntactic features that have resulted from operations of the
transformational componeni. Such an operation has been made informally
many times before. In particular, Fillmore {1966) proposed that pronouns
were 1o be viewed as feature clusters whose phonological realizations were
not interestingly related and therefore cught to e ’insencd following the
transformational operations. - (1972:793)

Note that function words may have syntactic entries in the {first) Lexicon, bui that they . 7

have no phonological cuiries in that Iexicon. 7 /L0 M/ b;

Deep structure articles, pronouns and prepositions which will later be
given their appropriste phonological representation jn the Second Lexical

letters between quotation marks, e.g. “the”, “much/many”. These labels
are ideniificatory only since such items have no phonological
representation until the Sccood Lexical Lookup. {1972:730)

An example makes the two stage insertion device clear. Suppose the phonological forms

of all words and affixes are inseried prior to transformations:

(6) Decp Structure [NP [V NPlvrk [NP{ ¥V NPlvik
Lexical Lookup Rex bit Fide I bit him
Passive Fido was bit by Rex * him was bitby I

10

Most English pronouns have completely suppletive forms for different cases: ¢€.g., [, me,

mine. 1f their phonelogical forms are inseried before a transformation such as passive,

aberrant output tike *him bit I'is produced. This is nol 2 problem for proper names like

Tim or Joe, or for noun phrases like the dog: Joe bit the dog, The dog was bit by Joe.

Stockwell ef af. propose ihat the phonological forms of (a2 least certain) function words

be inserted after all transformations have taken place:

M

Deep Structure [NP [V NPIveks (NP{ V NPhsk
First lexical lookup Rex bit Fido NP; bt NP3
Passive Fido was bit by Rex NP2 was bit by NP}
Second lexical lookup He was bit by me

The second lexical leokup is used for the following types of words (1972:797).

8

Ttems involved i the second lexical lookup

Determiners;

Pronouns--both indepcadent and refative

Negative adverbials, particles, guantifiers and determiners;
Prepositions’

Conjunctions;

Quantifiers resulting from conjunction reduction

el

The second lexicon, then, provides the phonological forms for all wotds involved in the

Second Lexical Lookup. Though Stockwell et al. do not diagram their grammar, their

. discussion suggests something like the following:

Lookup are listed in the first lexicon under idgitifying labels in lower casz 3 Wj&ﬂ@ 2
)

H

L P



{9) Major Syntactic Stuctures of English: the grammar

[NP [V NP1] ~4———————1  Phrase Structure Rules
Y
. First Lexical .
—— ]
NP bit Tim I o Lexicon

'

Tim was bitby NP -—————— Transformations
' Second Lexical

Tim was bit by me 4—&# Second Lexicon

On this approack, then, the lexicon contains phonological listings for all content words,
all affixes and (perhaps) some funciion words, and the Second Lexicon contains only
function wonds (at least those listed in (8)).

Paul Schachter (personal communication) points out that given the logic of the
proposal in MSSE, agrecment morphology and therefore inflectional morphology in
general, has to be in the second lexicon as well, The reason is that agreement has to be
post-transformational to accouiit for the possible effect of passivization:

The girl sees the boys.

The boys are seca by the girl.

The boys see the girl.
The girl is seen by the boys.

1 am, however, unable to find any mention of inflectional morphology in this regard in
MSSE,

12

A ver; different approach to lexical storage can be found in Anderson's Extended
Word and Paradigm framework {1977, 1982, 1988). Arguing mainly from his claims i)
that inflection is ‘what is relevant to the syntax” and ii) that (regular) inflection always
comes outside of derivation, Anderson proposes a model with what Perlmutter (1988) has
called the “split morphology hypothesis”™: derivational morphology forms onc
component, inflectional morphology forms another. Anderson’s model may be

diagrammed as follows:

(10) Extended Word and Paradigm: morphological components

Derivational component Inflectional Component

-ic, -ity, -ize...-ish, -ize, -ness... -¢d, -ing. -3...

Like the two lexicons in Major Syntactic Stuctures of English, Anderson’s two
morphological components occupy differeat positions within the grammar. The
derivational component feeds the syntax, the infiectional component is fed by it.
Anderson {1988:25; cf. also 1982) ciles a number of ways in which inflectiopal
morphelogy is dependent upon the syntax:

a. CONFIGURATIONAL PROPERTIES: assigned on the basis of the lacger
structure a word appears in (¢.g., case in NP; special forms of verbs in
relative clauses)

b. AGREEMENT PROPERTIES: aspecis of the exact form of a word which
are determined by reference to the properties of some other word in the
same structure.

c. INHERENT PROPERTIES; properiies of a word which must be accessible
1o whatever rule assigns agreement properties io other words in agrecment
wilh it (c.g., gender of noun) :

d. PHRASAL PROPERTIES: properties of phrasal domains which determine
the way these domains behave syntactically but which are rcalized oa
particular words within the structure {¢.g., the effect of tenss in defining
the scope of binding relations).

13
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Anderson does not say where words or roots are kept in his model, I1 assume (hat they are
cither stored in the same component (which I'll call the Lexicon) as derivational

morphology (11a) or in & component that precedes the derivational compenent (11b):
(11) Extended Word and Paradigm model: possible grammars

a. Lexicon subsumes derivational b. Lexicon and derivationl

componenl companent are distinct
. Lexicon
Lexicon and, blue, eat, if, the, thimble,
to, will, yesterday...
and, blue, eat, if, the, thimblc, *
to, will, yesterday...

Derivational Component
-ic, ity, -ize... -ish, -ize, -ness...
-ic, ity, -ize...-ish, -ize, -ness...

' '

Syolax Syntax
Inflectional Component Inflectional Component
-ed, -ing, -s... -ed, -ing, -5...

In eitber case, derivation and inflection are stored in separate components.

Note that Anderson’s form of the grammar and his separation of derivation and
inflection into two separate mosphological componenis makes sensé of his claims that
inflection is what is relevant to the syntax: derivation precedes the syntax and thus
cannoi refer to features (such as sgreement) that are only staiable in terms of the symax,
Also, the fact that jnflection occurs outside of derivation is derived from the position that
the derivational and inflectional components occupy in the grammar. ‘This is similar to

the level ordering of inflectional affixes in LP, but with one important difference: in LP,

14

nothing forces (regular) inflection to occur on a later level than derivation since neither is
defined with respgcet to any other part of the gramunar that could independently determine
its level. The Extended Word and Pacadigm model, on the other hand, forces inflection to

occur at a later level (and thus to occur outside of derivation) precisely because synlax

 must intervene between derivation and jnflection. Anderson derives the fact that

inflection occurs outside derivation from transitivity: derivation must precede the syatax
(category, categorical and categorize have different subcategorization requircments,
different sclectional restrictions, etc.) and inflection must follow it (categorizes is only
allowed if c-commanded by a 3rd person singular subject)--consequently, inflection must
follow derivation.

Anderson notes that in a highly inflected language such as Latin, the output of the
derivational component will not be a word (since all words in Latin are inflected) but &

stem (i.e., a word minus its inflectional affixes). He thus modifies Aronoff's claim that

morphology is word-based: it is not words but stems that function as the base of word-
formation rules” (1988:28). Using (11a) a8 a model, the status of stems and words in
Extended Word and Paradigm model may be given as follows:
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(12) Extended Word and Paradigm model: stems and words

Lexicon
and, blue, cat, if, the, thimble,
to, will, yestcrday...

-ic, ity, -ize... -ish, -izc, -0€ss...

i
STEMS

t

Syntax

'

Inflectional Component

-&d, -ing, -s...

WORDS

t

The syntax, then, manipulates stems, not words. As Anderson points out, this is in direct

conflict with the vsual interpretation of Chomsky’s (1970) Lexicalist Hypothesis, which
he (Anderson) gives as:

LEXICALIST HYPOTHESISThe syntax neither manipulates not has access

to the internal forms of words.

In the above models (11a, b; 12) | have included both content words and function
words in the topmost boxes, As with LP, however, I am not aware of anything in the
Extended Word and Paradigm model that dictates this. Where function word (or their
stems or their Toots) are kept is not discussed; indeed, as T have pointed out already,

where words in general are kept is not discussed. For the sake of exposition, however, |
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will assume something like (112) when discussing the Extended Word and Paradigm
model. ‘

In a similar vein to the Extended Word and Paradigm model and to the MSSE
framework, Emonds (1985) has proposed that all inflactional morphology and st least
some function words are inserted aficr movement transformations. This be calls “Late
Lexical Insertion” (LLI):

Late Lexical Insertion: If 2 morpheme M inserted in a cyclic domain D
has a contextual insertion feature that must be satisfied after (ratber than

before) transformations apply in D, then M is in & closed category.
(1985:177)

Emonds' argument for LLI daws an the fact that many FWs and inflectional affixcs
satisfy insertion contexis which are only produced by transformation, Consider the
distribution of the English coordinative morphemes so and foo. Emonds argucs that s0
and too are allomomphs of a single mospheme, call it 'K'. K appears as 5o when it has beea
moved to COMP (a), but as too when it appears in situ {(b):
a. Mary will leave town, and so will John.
*Mary will keave town, and too will John.

b. Mary will leave town, and John will too.
*Mary will leave town, and John will so.

Emonds' claim is that the decision to inseri so of too @ the allomorph of K must be made
after the transformation that fronls K has applied: if K is fronied, insert 52, if not, insert
to0. According to LLI, many fonction words and all inflectional affixes are carricd
through the derivation 25 feature-complexcs and “lexicalized” only late in the derivation.

Unlike MSSE and the Extended Word and Paradigm model, however, Emonds’
account employs a single fexicon:

If all non-definitional properties in inflectional morphology can be
predicted on the basis of independently motivated principlkes of a universal
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syntax, there is no point in speaking about a separate component for
inflection. A rule of inflectional morphology is simply 2 syntactic rule...
While such rules are also coastrained by principles of wider scope, this
does not justify considering them o form a “component”.... Thus, [
maintain that inflection is not a component, but, more properly speaking,
is the interface between phonology and the transformational
subcomponent of syntax. {1985:246)

Despite the lack of a second lexicon, then, Emonds scems 1o be in agreement with

Anderson's assertion that inflection is what is relevant to the symai.

The 2 Lexicon Hypothesis

1 tum now Lo the model argued for in this Jissertation, which I call the 2 Lexicon
Hypotbesis, given in (13). It combines clements of the MSSE model, which has function
words in a separaie componeni, and the the Extended Word and Paradigm model, which
has inflectional morphology in a separate component:

(13) the 2 Lexicon Hypothesis

Lexicon Phrasicon
Content Wonds: Function Words:
blue, cat, thimble, yesterday... and, if, the, 1o, will...
Derivation: -ic, -ity, -ize... Inflection:
-ish, -ize, -ness... -¢d, -ing, -S...

According to this model, contcat words and derivational affixes are stored in one
component, the “Lexicon’, function words and inflectional affixes are stored in another,
the ‘Phrasicon’. The Lexicon and the Phrasicon cach define natural classes: the former
defines a natural class {content words, derivational morphology}, the Phrasicon defines
the patural class (function words, inflectional morphology}. The function of this
dJissertation will be to provide evidence that i} these are indeed natural classes and ii) that

the model in (12) is an appropriate way Lo model these natural ¢lasses.

13

As with the MSSE and the Extended Word and Paradigm models, syntax is the
mediating facior between these iwo components of the grammar, The Lexicon is
concerned with words gua stems, the Phrasicon with words gua members of phrases. The
Lexicon provides the stcms thai drive the syntax; the Phrasicon annolalcs and completes
the phrasal represeﬁtations generated in the syntax by “gpelling out™ featurcs in the
representation that have not yet been tepiaced by phonological srings. Some features are
spelled out as inflectional affixes (agreement, case, tensciaspect), other are spelled out a8
function words (anaphors, modals, determiners).
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rerpescatatio

The circles on the rig!

Lexicon

Content Words:
blue, eat, thimbie, yesterday...

Derivation: -ic, -ity, -ize...
-ish, -ize, -DESS...

Stems

¥

Syntax
{D-Structure }

{S-Suruciure }

Partial Phonological Representation

Phrasicon
Function Words:
and, if, the, to, will... -

Inflection:

-ed, -ing, -8...
|

Full Phonological Representation

phonologized representation.

{14) The 2 Lexicon Hypothesis and the grammar

inflectional affixes are still represented fealurally.

20

Lexical Phonology

Construction of
Prosodic Domains

Prosodic Phonology

The ontput of the syntax is thus a partially phonologized S-structure representation.

" content words and derivationa} affixcs have been spelled out, but function words and

This partial phonalogical

a is then fully annotated by function words and inflection, yielding a fully

ht of (14) indicate blocks of phonological processes that apply

in tandem with the comesponding component of tevel on the left. Thus, by ‘Lexical

Phonology” 1 mean those rules and rule domains that include lexical roots and sicrus. By
Construction of Prosodic Domains” I mean ihe construction of prosodic constituents
larger than the word over partially phonologized S-structure representations:  these
prosodic constitvents include phonological words, phonological phrases, intonational
phrases, etc. Finally, by ‘prosodic Phonology® I mean those mules, such as the assignment
of sentence-level siress, whose structural descriptions involve phonological words,

phonological phrases, intonationat phrases, etc.

1.1.2 Production Models
What exactly is a production model? At the very least it must be an explicit model of
“yhe vocabularies and planning structurcs in terms of which sentences, (or more correctly,
utterances) are constructed” (Garrett 1984). A production model need not correspond to a
grammaticai model—it is at least conceivable that we produce uttcrances without regard to
what we {implicitly) know about their grammatical structure. Nevertbeless, it is
significant that even a production model that is not directly modeled oa & grammatical
model may yet come to resemble one. Garredt, for instance, tries

to take natural language processing performance on ils own merits, 80 t0

speak, and sec what it suggests about the uaderlying computational

systems. Surprisingly enough, we find that the outcome is near o what &

straightforward interpretation of linguistic rule systcms as processing
systems would lead one fo expect. (1976:24)

Similarly, Kean suggests that
The language faculty is 10 be characterized in terms of a grammar aad &
processor. The grammar is an account of a person’s knowledge of the

structure of his language, and the processor provides an account of how
that knowledge is exploited in use, (1980:26)
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Indeed, the sirongest hypothesis is that levels of processing correspand directly to levels
of grammatical representation. Although we may eventuaily be driven 10 weaker
alternative hypotheses, to prematurely abandon the strongest hypothesis consistent with
Ihe facts would surely be a misiake (Garreit and Kean 1981).

Tn the psycholinguistic literature, questions about the place of the lexicon in 8
production mode} received attention before questions about the structure of the lexicon.
The first explicit linguistic model of sentence production is Fromkin's (1971} utterance
generator, scen in ¢15). Rectangular boxes stand for levels of representation; diamonds
stand for the processes that translate between levels of representation. Thus, a general
meaning is convertcd into a synlactic/semantic rcptesentation by a syntactic structure
gencrator and a semantic feature generator; an intonation contour is assigaed to the
utterance; lexical items are selected on the basis of appropriate semantic classes and
inserted into the appropriale positions in the syntactic/semantic representation, yielding
(roughly) a Surface Structurc represcntation. Morphophenemic rules (e.g. a ~ an
allomorphy, voiciug assimilation in past -ed and plural -5) apply to yield strings of
segmeats; these scgmenis undergo phonological rules to yield a fully specified phonetic
represcntation that is converted to molor commands to produce speech.

22

(15) The Fromkin model

L= ing™ 10 be wnveyed_l

semanlic
fealure
generalor

symactic-semantic

struclures
Lexicon
semantic wxal vocabulacy
Clastes (all features)
— goto 100 ——— 1010: word specified
a8 10 fesiures
=—syllabic order
of sepments
' ) .
sirings of scgments
divided in syllables--
syntactic/phonological morphoponemic rules
features apecified
L)
strings of phonetic e — phonetic (phonological}
segments rulcs
\
fully speclfied
phonctlc segments  f————"—"""—" molor commands
in syllables o uscles
UTTERANCE
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Three features of Fromkin's model are especially important for the discussion at
hand:

(i) First, notice that intonation contours that determine sentence-level stress relations
are gencrated before lexical insertion applics. The motive for this i specch emors like
thosc below:

(16) Uterance:  We have alaboralory in our computer. ‘

(Target: We bave a compuler in our laboratory.)

In the intended targer utterance, the first noun computer was to be stressed; the speech
error involves sxchanging laboraiory for computer. But notice that the stress does not
exchange with the word: in the actual viterance laboratory is stressed. Fromkin took this
as evidence (hat stress was assigned to the syatactic position rather than to the word that
occupied it. But if stress is assigned to the syntactic position, then it does not matter
which word occupics that position: if the emor jnvolves exchanging two nouns, the one
that ends up occupying the siressed position will receive stress regardicss of whether
siress i assigned before or afier lexical insertion. Thus the diamond marked ‘intonation
contour geacrator’ could just as well occur further down in the process, after lexical
insertion. (The reason for this will become morc clear later, when phonological rules for
deriving senience stress are considered in Chapter 3)

(ii) Fromkin's model has only one lexicon. Having a single lexicon makes this
production mode! compa\ible with single-lexicon grammatical models like LP, but not
with grammatical models like those of MSSE, the Extended Word and Paradigm model or
the 2 Lexicon Hypothesis put forth here.

(iii) Since the model generates from top 10 bottom wilhout feedback loops and since
only one pass is made through the lexicon, lexical insertion appears (at first glance) to

occur all at once, Interestingly, however, Fromkin allows for the possibilily that lexical

insertion is & two stage process (something usually takea as motivation for two lexicons).
Consider the following type of error.
{17) Utterance: amoney’s [z] sunt
(Target: an aunt’s [s] moncy)
Comparison of target and uticrance shows that aunt has beea exchanged with money,
'stranding’ the plural suffix -5, which ends up attaching to money raher than auat. The
plural suffix would have been [s] iz the target but sosfaces as f2] in the speech eror.
Fromkin points out that this must be the result of a morphophonemic rle (plural
marpheme -5 surfaces as [2] afier a vowel) rather than a phoaological rule {since nothing
probibits {s] from following a vowel; peace, space, Janice. Crucially, the phonological
form money must be established before the phonological form of the phural affix -5 if the
form of the plural were established earlier, the speech eror would result *in an aunt’s [z]
money. As Garrett (1980) notes:
..Fromkin's account includes two aspects of lexical selection which are
temporally ordered with respect to each other. The first is a semantically
directed selection, the second determines the segmental specification of &
semantically dictated clement. Subsequent to this assigament of lexical
forms to sites in the syntactic tree, the application of morpho-phonemic

rules is assumed in order to spell out the phonetic shape of morphetnes
which are not fixes by the preceding processes.

Note that the same holds for the a ~ an allomorphy between target and utterance: 4
money’s aunl, gn aunt’s moﬁey. Again, this cannot be dus to purcly phosological rules
since the sequence schwa-vowel is perfectly licit in many dialects a lessl: the gunt's
money. Fromkin’s model, then, “implicitly but ot explicily accounts for the inclusion of
words and stems and the exclusion of inflectional affixes in exchange errors, by positing
that st the stage where words and stems cxchange, the grammatical morphemes are aot
yet phonologized” (Fromkin (in prep)). (The Iate phenologization of grammatical
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morphemes is first made explicit and discussed in greater detail in Garrett’s (1975, 1984)
model, to be discussed below.)

Fromkin's implicit two-stage insertion of the phonological forms of lexical items
should not be confused with another two-stage lexical selection process developed by
Butierworth ie a scries of anicles, especially Butterworth 1983, 1989. Somewhat
confusingly, Butterworth’s two stage model of lexical access also involves ‘iwo
lexicons'. But these lexicons arc divided mot by the lexical items they contain (eg.
content vs. function words) but by the lexical information they contain. Specifically, the
ssemantic lexicon® contains semantic representations of words paired with phonological
address; these phonological addresses correspond to phonological address in the
‘phonological lexicon’ which are paired there with phonelogical representations. Lexical
access for any particular word is a fwo-stage process that involves two lexicons:

In the first stage, the speaker accesses 4 “semantic lexicon”. This in
essence, is & transcoding device that takes as input a semantic code and
delivers as oviput a phonological eddress. The second stage takes the
address as inpul to another transcoding device--the “phonological

lexicon™—and delivers a phonological word form as output.
{Butterwotth 1989:110)

Buticrworth’s two-stage lexical access model may thus be taken as a more explicit model
of how the first stage of lexical insertion in Fromkin’s model is processed. That is,
Butterworth’s semantic and phonological lexicons may be incorporated into Fromkin's
model as subcomponents of her ‘Lexicon’, Lexical insertion, then, may be taken as a
wo-stage process that involves transiating “gyntactic-semantic structures with primary
stress and intonation specified” into “strings of scgments divided in syllables with
syntactic/phonological features specified” (see Fromkin's model above). The first stage
iranslates the syntactic-semantic structures into a phonological address (in the semantic

subcomponent of the kexicon), the second translates this phonological address into a fully
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specified phonological representation (in the phonological subcomponent of the lexicon).
In later work on the structure of the lexicon (Fromkin 1985), Fromkin explicitly divides
the lexicom into three sub-lexicons: one semantic, onc phonological and one
orthographic. But this goes beyond the scope of the present study (scc Emmorey and
Fromkin 1983 for discossion).

As alluded 1o earlier, it was not until Garrett's model (1975, 1980) appeared that
Fromkin's two-stage lexical inscriion process (lexical, then grammatical items) was made
explicit. Garrett also added additional speech error evidence for the claim, noting that
Jexical and grammatical items are involved in different types of speech errors.
‘Exchanges’, for instance, occur ily with lexical rather than grammatical items (but
see below, Chapter 5); “siranding’ commonly occurs with all sorts of inflectional affixes
but rarely occurs with any derivational affixcs; and ‘shifis' occur almost exclusively with
function words and inflectional affixes.

(18) Shifts
a. he has the spent most of ¢ time o his synthesis
b. the girl who # taught] 1as year

c. what lics Joes telip {intended: what lies Joe tells)
d. a8 I keeping suggestd (intended: as 1 keep suggesting)

(Undeslined words and affixes arc those that have *ghified’, “#” indicates the position
from which they have shified) Garrett later used the same model as a psycholinguistic
model for a type of acquired speech disorder called *agrammatism’ (1982, 1984). The
processor appears ia {19) (from Garreit 1938).

Garrett’s model is centered around three levels of representation, M(essage),
Flunciional), and Phonological). The M level comesponds cssenftial.ly to Fromkin's
“meaning 10 be conveyed”. Levels F and P corrcspond very roughly to traditional D-
Garmett

structure and S-Structure in generative grammar (Garreit 1980:216):

characterizes these levels “as & functional level, in which phrasal membership and
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grammatical functions of wards are determined, and a positional level, in which the serial
order of words and some apsects of their form are specified (1980:190). F and P thus
correspond most closely to the GPSG relations of immediate dominance (ID) and linear
precedence (LP), respectively {Gazdar, Klcin, Pullum & Sag 1985), with the additional
proviso that level P has some phonological representation while level F does not.
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(19) The Garrett Model
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Speech production, according to this model, proceeds as follows, with diffcrent types
of speech emors marking the way:

[W1hen the initial semantically directed access is executed.. the output of
that process is held, and used in conjunction with message level fealures 1o
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construct the functional level representation, in the course of which lexical
clements are assigned phrasal membership (word exchanges occur here).
Detailed phrasal environments are constructed (surface) clause by clause
via planning frames, in the coursc of which (partially) phonetically
jnterpreted forms for open class vocabulary are retrieved on the basis of
the lexical representations in the functional level representations...and
assigned to phrasal positions (sound exchanges and most stranding
exchanges occur here). Features of planning frames are interpreted as
bound or free forms and mapped onto positions in the lexical string (shifis
occur here). Regular sound changes apply 1o yield a detailed phonetically
interpreted string capable of supporting the direction of motor planning
systems... (Garrext 1980:212)

The crucial aspects of the Garrelt model, for our purposes here, are:
i) Lexical stems (ie., ‘open class vocabulary’ minus inflectional affixes)}
are inserted before function words and inflectional affixes.

i) The model employs a single lexicon.
#ii) Lexical conlent is assigned successively Lo syntactic structure,

The stages in (iii) are as follows:
a. Lexical stems (ot yet phonologized)—yields level F

b. Lexical stems (phonologized)
¢. Function words, inflectional affixes phonologized--yickds level P

(a) and (b) approximate Buiterworth's semantic and phonological access, respectively.
(b) and (c) approximate Fromkin's insertion of lexical and grammatical items,
respectively.
iv) Function words and inflectional affixes are paris of ‘planning frames’
that interpret syntactic structures.

Lexical stems are inserted into positions in these planning frames, whereas grammatical
items are pans of these frames ab initio. This part of the model is motivated by the
‘stranding exchanges’ discussed above:

(20) Utterance: a money’s [z} aunt
(Target: an aunt’s [s] money)
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The article and possessive alfix are parts of a noun-phrase planning frame that we might
characterize Toughly as [INDEF ____ POSSp. A stranding cxchange results when a
lexical stem (e.g., money) is assigned 1o & “slot’ in the wrong planning frame. In the case
at hand, aunt and money are assigned to each other's planning frames with the result that
the stranded grammatical items (2 and -'s) end up on the wrong stem.

The Gamett production model, then, is compatible with the grammatical models
espoused in MSSE and in the present work as regards successive levels of lexical
inscrtion. Yet it is incompatible with these models (and with the Extended Word and
Paradigm model) insofar as it has a single lexicon. In this respect it retains & more
traditional view fike that found in Aspects and ia LP. Interestingly, MSSE takes two-siage
lexical insertion as #ts main evidence for two lexicons: ic., there is one lexicon for each
stage of lexical insertion.

The anomaly of one lexicon with two stages of lexical insertion is clearly brought out
in Lapointe & Dell's (1989) clarification of the Garrett maodel (21). Though Lapointe and
Dell do not note this, their version of Garrett’s model brings out cleatly the dilempa
inherent in having trwo-stage lexical insertion with one lexicoa: the lexicon has to feed
into the production process al two places—once to select the major lexical items and once,

later, to select grammatical items.
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(21} The Garrctt Model (again) (22) The Loop
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The function words and inflectional affixes that annotate planning frames are stored as
subcomponcnis of the syntactic processor (the rightmost box in the diagram).
Information sbout major lexical ileras comes from the Lexicon, as in the Fromkin and
Garrelt models. But grammalical ilems are stored within the syniactic processor:

We will assume that the information computed during syntactic processing

is represented in two separate but interacting types of stores. The first

type, the fragment store, cootains phrase and function word fragments in

an unordered set. The second type, the notion stores, involves sets of
semantic notions of a kind typically associated with function words and

inflections. (1989:114)

(24) Phrase fragments

P
-
e
=4
z
]

"y
Y

(25) Function word fragments
a4 Aux b. Det

was the
The representations in (24) and (25) allow Lapoinic and Dell to give cxplicit
characterizations of the processes and jevels of representation involved in deriving the
Positional level from the Function level. Leaving many details aside, the stages in
production proceed something like this: Given an F-level representation such as

{(26) F-level representation
[indicative, active, durative, past, singular] ((KATE: x| (fdef] (BOY): y1 KISS (x, ym

34

the syntactic parser selects phrase fragments that correspond to KATE, BOY, and KISS
and the stem-inserter inserts the lexical stems Kate, boy and kiss into those phrase
fragmeats. At this poinl the intesmediate representation would be something like:

(27) Intermediaie representation
[ [Katelp [ (kiss-inglv | — boylker Ve ks

Meanwhile, fragment and function word stores ace locsicd that ‘write owt’ the missing
phrasal information, yielding a P-level representation:
(28) P-level representation

[ [Katelyp [ was (kiss-ingly [ the boylve ve ks
(For the full account see Lapointe & Dell 1989).

An important property of Lapointe and Dell’'s EG model is that it maintains “a strong

hypothesis about the relation between structural kevels in the grammar and in the speech
processor” (1989:146ff):

(29) Grammar and Processor: cotrespondences in levels of represcnlation

Grammar Processor
Semantic Representation Message Level
D-Structure Functional Level
S-Stnucture itional
Phonological Representation } Posi Level
Phonetic Representation Sound Level

Lapointe & Dell claim that the relation between the grammar they mssume and the
processor they arguc for obeys the ‘Comespondence Hypothesis":

(30) Correspondence Hypothesis
Every representational level in the grammar cotresponds to a level in the

processing system.
“The Correspondence Hypothesis (CH) is 8 weakened version of the Unique

Correspondence Hypothesis (UCHY).
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(31} Unique Comespondence Hypothesis
Every representalional level in the grammar corresponds (0 a unique
sepresentational level in the processing system.

“Their model fails to meet the UCH because more than onc grammatical level (S-Structure
and Phonological Representation) is associaled with a single processing level (the
Pasitional Level).

Lapointe & Dell's EG model is incompatible with a gra;mnmr that incorporaies a
single lexicon: no component of such a grammar corresponds to the EG fragment and
function words stores. But the function word stores do comespond directly to the 2nd
Lexicon in the MSSE and the fragment stores (insofar as they contain inflectioal affixes)
do correspond directly to the Inflectional Component found in the Split Morphology
Hypothesis, Asd, taken together, the fragment and function word stores correspond
direalytothephnsiwninthemodelwmnodbere.

Bradlcy, Garrett & Zaurif (1989) proposed a psycholinguistic model in which
grammatical items are doublylisted i.ec., they arc stored along with other words and
affixes in the Lexicon and, in addition, are stored in a separaic lexicon for rapid access in
(normal) speech production:

(32) A Double-Listing Model

Lexicon Second Lexicon

Content Words:

blue, eat, thimble, yesierday...
Function Words: —a= | Function Words:

and, if, the, to, will... and, if, the, to, will...
Derivation: -ic, -ity, -ize,

-ish, -ize, -ness...
lnﬂcg}ign: -ed, -ing, -8 — lnﬂe::lion: -ed, -ing, -8
NN . AN
Frequency-sensitive Frequency-insensilive
aCCESS route access rouie
AN AN
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Evidence for such a model came from the agrammatic (telegraphic) speech that often
accompanics Broca's aphasia. Very briefly, agrammatics iend to omit function words
and inflectional affixes in their speech and to be less aware of these items in their
comprehension. Bradley, Garelt & Zurif hypotbesized that scquired damage to {what I
have called here) the Second lexicon lies at the rool of agrammatism.

. Additicnal evidence came from word recognition experiments. Bradley (1978) and
Bradley and Garreut {1979) performed word recognition tesis on both normal and
agrammatic speakers to sce if contenl and function words had different accessing times
for either population, In their experiments they found that they did, but only for normals.
More precisely, the time that normal speakers took to recognize a content word was 2
function of the frequency of ihat word: more commonly occurring content words tended
to be recognized muck more quickly than ones that occur less commonly. But, for
normals at least, the frequency of a finction word did nos affect the amount of time it
took for a subject 10 recognize it as a word. This they took as evidence that normals have
a special rapid-access route to grammatical items (ic., to the Sccond lexicon).
Agrammatic speakers, on the other hand, showed frequency affecis both for content
words and for function words, Bradley and Gamelt took this to mcan that, through
impairment (o the Second lexicon, agrammatics had lost the mpid access to grammatical
elements that normals have; conscquently, agrammatic subjects had to rely on the
frequency-sensitive access route for both lexical and grammatical items.

It must be admitted, however, that subsequent experimentation by a number of
rescarchers has not seproduced these results. The recoguition of both coatent and
function words was shown to depend on frequency in English (Gordon and Caramazza
1982, Garnsey 1985), French (Segui, Mehier, Frauenfelder and Morion 1982) and Dutch
(Kolk and Blomert 1982). As Friederici points out, “it seems, thercfore, that the
frequency reulis of the Bradley experiments should be treated with extreme caution”
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(1985:135). Subsequent work by Friederici (1985) has brought the issue back to life.
This will be discussed below (Chapter 6, seclion 4.)

The 2 Lexicon Hypothesis and processing model: revising the Extended Garrelt model.

The 2 Lexicon Hypothesis may be incorporated into the Extended Garrett model with
only a few revisions, Like Lapointe & Dell’'s EG model, the 2 Lexicon Hypothesis model
incorparates a second lexicon, Unlike the EG model, bowever, Siem insertion precedes
{be insction of all grammatical items. Grammatical morphemes do not begin life as paris
of planning frames but, like stems, are inserted into planning frames (only a a later stage
than siems). Evidence for this will be discussed in later chapiers (especially Chapter 5 on
Speech Errors and the analysis of “shifis”). A preliminary version of the resulting model

is given below:
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(33) Revised Extended Garrelt Model (preliminary formulation)

{“mi"" }

- Processor

Functiosal Level

Major lexical items selecied;
underlying grammatical
relations specified

representations
Syatactic Surface positional frames
Processor ' selectad, sicing lnseried

{rosmomn Level
representalions
. Funciion words, inflectional
Phrasicon affixes inserted
{Phnnologiml Level

representations
Phonetic Specification of
Processor pheonetic form

'

Sound Level ’ Instructions to
represemannm} articulators

Note the addition above of another level of representation, “the Phonological Jevel”. This
level represents the oulput of ‘the Phrasicon and is -tbc first level of representation to
contain full phonological representation for all words and affixes. This additional level
gives the processing model one level of representation for each level of representation in

the gramumnar:
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(34) Unigue Correspondence of Grammatical and Processing Levels

Grammar Processor
Semantic Representation Message Level
D-Structure Representation Functional Level
S-Structure Representation Positional Level
Phonological Representation Phonological Level
Phonctic Represemtation Sound Level

Actually, the UCH must be revised somewhat, since not 21l of the grammar (presunably)
is actually used in processing. For example, since Chomsky & Halle 1968, many
generative phonologists have beld that Velar Softening (opague [k), opacity [8]) and
Trisyllabic Shortening (sergne, sergnity) are synchronic pheromena of English (Halle
1977, Kiparsky 1982, Halle & Mchanan 1985). Despite claims that psycholinguistic
evidence supporis this (Cena 1978}, the reality of such rules has been challenged by a
compelling amay of cxperimental research (Jacger 1986, McCawley 1936, Wang &
Derwing 1986 and references therein). There scems (o be litte cvidence that such “rules’
are used in processing: no slips of the tongue sccm (0 involve them, no brain damage
seems to affect them, eic. Conceivably, then, there are levels of grammatical description
{e.g., levels of derivational affixation) that are nof matched by levels of processing. In
this case, the UCH must read. “Every representational level in the processing system
corresponds to a unique representational level in the grammar (but not vice versa)”.

With that proviso, however, the Revised Extended Garrctit model may be re-labeled so
that processing levels are named directly by the corresponding level of representation in

the grammar:

(35) Reviscd Extended Garrett Model (final version)

Semantic }
Representations

- Major lexical ltems selocted,
Com In e | S
- Processor
‘ relations specified
{ D-Structure
representalions
Sy i Surface positional frames
Processor selected, siems Inseried
S-Structure
representations
Function word s, inflectional
Aies serd
{ Phonelogicat
rqxewi!miom
Phonetic | Specificaion of
Processor pheodetic form
Phonetic } » Instructions to
representations witculators

The Revised Extended Garrett model above comesponds directly to the 2 Lexicon
Hypothesis model given above.

Conclusion
Although most researchers would agree that some kind of lexicon or lexicoms are
necessary both in grammars and in production modcls, the exact number and nature of
lexicons is still under debate.

The number of lexicons used in curent theories ranges from a low of one to a high of

two. The nature of lexicons depends in par, of coursc, on the number of kexicons,
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Grammars with ose lexicon assume that all words and affixes in a language are
represented in that lexicon (LP, Emonds model, Fromkin model, Garrett model).
Grammars and production models with two lexicons, however, differ in what cach
lexicon holds: MSSE contains an explicit modet in which one lexicon holds content
words and all affixes, while the other holds only function words. The Extended Word
and Paradigm model seems (0 have all words and derivational affixes in one lexicon, wilh
infiectional affixes iz the other. Lapointe & Dell's EG model has function words and
inflectional affixes in a store scparate from conient words and derivation,

I have wied to ouiline a grammatical model and a production model that are
essentially homomorphic. The grammatical model icorporates a 2 Lexicon Hypotbesis
which puts content words and derivational affixes in a “Lexicon”, and function words and
inflection in a “Phrasicon”, with syntax mediating between the two. The production
model is essentially equivaicnt to the EG model except that grammatical items do not
come s past of planning frames but arc inseried into planning frames, just like (but later
than) lexical items. Also, the REG model includes an extra level of represeatation which
corresponds 1o Phonologica Representation in traditional generative models, allowing for

an extremely close fit between grammar and processor.

1.2 How many types of lexical item?
1 have outlined & number of models of lexical storage and access, focusing primarily on
where content words, function words, derivation and inflection are stored in a grammar
and in a processing model. I now turn to these four types of lexical item to determine by
what principles they may be defined more precisely.

Somewhat surprisingly, perhaps, what counis as c.g.. a funciion word or an
inflectional affix remains largely unchanged from Syntactic Sturctures to the present.

‘What does change from cne linguist to the next are the criteria that determine a lexical
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item as “content word” or “function word”, “inflection” or “derivation”. Along with
changes in criteria go changes in terminology. Common terms for words inclode Lexical
and nonLexical (Grammatical) words, Major and Minor Category words; Open and
Closed Class words; Content and Function words, (1.2.1). Common terms for different
types of inflection are morc constraised: one finds primarily Derivational and

Inflectional affixes, though the terms Lexical and Grammatical occus as well (1.2.2).

1.2.1 Types of words
Let us begin, then, with types of words. Regardless of nomenclature, the two classes of

words generally distinguished are as follows:

(36) Types of words

A-type B-type

Nouns Prepositions

Verbs Auxiliary Verbs

Adjectives Modal Verbe

(Adverbs) Pronouns
Determiners
Conjunctions
Complemenlizers
Particles
{Adverbs)

1 have parenthesized adverbs here because many discussions of word type do not meation
them. De-adjectival adverbs likc guickly and slowly paticm in most Cases with the A type
of word; non-derived adverbs like nos and yet often pattern with the B type.

But given that these iwo main types of word are distinguishable, what distinguisbes
them? Proposals revolve around the following criteria:

i)  open orclosed class

ii)  synuactic fealures
fi)) semantic features
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Open and Closed Class frems. A common way of distinguishing types A and B is to
make a distinction between “open “and *‘closed uclasses of words: the former classes are
very large, typically numbering in ihe thousands, the lalter are quite small, with (say) less
than thirty or so members each. Speakers may, and often do, add new nouns, verbs and
adjectives to their tanguage (palimony, smog. PC, UNESCO, etc.) but rarcly make up new
prepositions, auxiliary verbs, elc. Similarly, borrowing is very common amoag the open
classes; cases of borrowing determiners, medal and pmnduns are much less common
{¢.g., the borrowing of they, their and them into English from Old Norse).

But inclusion in a closed class do not guarantee that a word falls into the B type
(though the converse may be true). Kinship terms arc & good example: Englisk, for
instance, has a limited number of them (brother, sister, aunt, uncle, father, mother, etc.)
and one is hard pressed to think up new oncs; yei all of these items function in the syntax,
morphelogy and phonology just like any other noun. Any number of ‘closed’ classes
behave this way: days of the week, names for months, the cardinal directions, and 5o on.

In any case, there is something unsatisfying about {iwiining a class in terms of its size
ot in terms of limitations on its size. The question slill_arises: why are some classes
closed while others are open? For this reason, 1 supsect, discussions of open and closed
classes tend to include other defining properties, such as synlactic or semantic features.

Syatactic Features. The terms “Lpxical” and “non-Lexical” (or “Grammatical”) are often
used for groups A and B, These terms have the advantage of being definable in terms of
the binary syatactic features [+V] and [+N], as follows (Chomsky 1970, Bresnan 1976):

(37) Syntactic feature analysis of “Lexical”

[+N] [-N1
f+V] A v
-Vl N P

.,_up

An obvioss problem with this applying this analysis 10 classes A and B above is that it
includes prepositions. The terms “major class” (N, A, V) and “minor class” (P, Aux,
Modal, etc.) are ofien used, but these terms are nol as straightforwardly defined in terms
of syntactic features, Nespor & Vogel (1986:169) for instance, propase using the features
in (2) to select items “wilh at least one positive specification according to the categorial
feature system”. This includes N, A, V but excludes P.

A related issue is the stats of adverbs like guickly and siowly. They scem to be
lexical insofar as they arc built on adjectival stems but there is 0o ‘room’ in the chart in
(3) for them. Following 8 suggestion by Emonds (1985:201), however, we can treal
adverbs in -ly as joflected adjectives: this gives them & space on the chart in (3) and
comreclly catcgorizes them with the stems they are formed from. Emonds cites an
additional advantage in classifying adverbial -ly as inflectional: “An intcrcsting property
of Enlgish inflection is that only one is allowed per word. Uoder the plausible
assumption that the advclb-fo'n-ni-ﬁ.gw:l‘; suffix is onflectional on A, we then comectly
predict that comparative and supertative suffixes cannot be added to it: *slowlier Vs.
fic_:ﬂicr; sfrecliest vs. holiest™ (ibid). Further evidence that adverbial -ly is an
inflectional affix will be gi;;:n below in Chapters 4 (evidence from morphology) and 5
(evidence from speech errors).

Another problem wiih this type of analysis concerns pronouns. As pro-nouns, they
surely carsy the features {+N, V1, yet they are prototypically typc B rather than type A.
Emonds (1985) argues that this problem is quite widcspread. He claims that all open
class:categories (N, A, V) have functional or closed class sub-categories which be calls
“disguised lexical categories”. Pronouas arc a closed sub-class of nouns; auxiliary verbs
(have, be) are a closed sub-class of verbs; modificrs such as other. same, different, such,
many, few, much, little form a closed sub-class of adjectives. As was mentioned above,

adverbs can also be open class (daily, twice) o closed class (thus, then).
D)

i
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It woold seem, then, that the syntactic features in (2), though they may define natural
classes in the synlax, do aot define the natural classes lurking behind the terms “lexical”
and “grammatical “or “open” and “closed” class.

Semantic Features. The terms “content words“and “function words” are often used 1o
define the A and B classes. These terms refer straightforwardly to the semantic content
of words and thus avoid some of the pitfalis of the syntactic feature analysis. Bradley,
Garett and Zutif's (1980) notion of interpretive burden is a case in point:
The two (al present, not sharply defined) classes of words seem to have
differeing roles in sentences, whether from a formal perspective...or from a
computational perspective. In broad terms, the two classes diverge in
terms of whal might be called interpretive burden. The closed-class
(grammatical morphemes, minor grammatical categories, nonphonological
words) includes sentence elements that, by and large, are vehicles of
phrasal construction rather than primary agents of reference, as is the case

with open-class words (content words, major grammatical categories}.
(Bradley, Garrett, and Zusif 1980:277)

The most explicit treatmeat of this sost that I am aware of is that of Emonds (1985).
He makes a basic distinction between semantic features, which distinguish one lexical
jtem from another and syntactic features, which, among other things, distinguish one
grammatical item from another. Emonds derives the fact that grammatical items form
closed categories from two claims:

i) that grammatical items are distinguished solcly by syntactic features

fi) that there is a limited and small number of syntactic features
Circularity of definition is avoided by defining semantic features in terms of syntactic
rules: “A feature with semantic content not used in any symactic rule is called a (purely)

semantic feature™ (1985:165).

Emonds’ approach is certainly very close 1o the mark in captoring the essentail
differences between the A and B words in (1). A sirict interpretation of his definition of
“gemantic”, however, is not without problems. Recall that a scmantic feature is one “with
semantic content not used in any syntactic Tule™. Conversely, “every feature/category
thal appears with morphemes in closed classes is syatactic, i.c., can be used to state
syntactic rules” (1985:166).  But Emonds himself notc that words like tkis and that differ
in terms of 8 feature that docs not seem 10 be used in any systactic rule. He claims,
however, that “whatever feature distinguishes them surely distinguishes kere and there
also, and this feature is used in the syntax (i.c., there but not kere appears in ¢xistentials,
etc.” (ibid) .

But “appearing in existentials” and “being used to state syntactic rules” are hardly
equivalent notions. Consider some other cases: come and go, which Emonds claims to
be function words as well, must differ in a putely syotactic feature, one that can be used
to state syntactic mles. Similarly with pore deictics such as this and that, here and there.
All of these pairs scem to involve the same feature, let us call it fproximate), yet this
feature is not onc that syatactic rules such as NP- or wh-movement refer to. Prepositions,
which are also function words for Emonds, are another class of words that differ in terms
of features (hal arc not used in stating syntactic rules. Whatcver the features arc that
differentiate up, down, in, out, to, from, cic., they are not syntactic features in the sense
Emonds intends. Not to call these featurcs semantic sccms perverse, since they u'c
ostensibly the same features that distinguish rise from fall, enter from exit, arrive from
leave. Person features provide another difficult casc for Emonds’ approach: he moles that )
pronouns such as you and we differ in some feature and claims that this feature is
syntactic since you bul not we is allowed 10 delete in imperatives. But this is irrelevant
since we {and they, he, she and if) a0 not appear in imperatives in English to begin with
(*We lcave!). A final case is grammatical gender: e and she would seem to differ by
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the same feature, say {+ female] as man and woman, boy and girl, stallion and mare, bogr
and sow. Yei, on Emonds’ account, the feature hat distinguishes he from she must be

grammatical,” while the one that distinguishes man from woman must be “semantic”.

Discourse features. A slight shift in perspective seems to be necessary here.
Suppose that content words and function words differ not so much in synfactic features,
ones that are used 1o stale syntactic rules, but in discourse features, ones that refer o the
verbal intecaction that the ulterance is part of. Since discourse presupposcs syntax, all of
{he cases Emonds® account covers will be covered here as well. But the problematic

cases for Emonds’ account fall into place if they are characterized in terms of discourse.

Let us approach the four cases one al a time.

i) Deictics. Deictics refer straightforwardly to the location of the discourse
participants. This is true not only of pure deictics like here and there, this and that, but of
motional deictics such as come and go a8 well. here, this and come involve [proximity]
with respect fo the speaker. Features that differentiate tense and aspect are also deictic:
Past, Present and Future refer to the time preceding, at or after the time of the discourse;

Perfective and Imperfective involve the completion or non-completion of an act in terms

of the time of discourse, and so cn.

if) Prepositions. Directional prepositions such as up, down, in, vut, fo, from are

gencrally nsed with reference to the speaker’s or heares’s position:

Vertical and horizontal provide a percepiual frame of reference for path
and directional descriptions. Indeed, ome might think of them as
internalized Jandmarks anchoring judgments of direction and orientation in

much the same way primary colors anchor judgments of hue.

{Milter & Johnson-Laird 1976:408)
Similardy for locative prepositions like af, on, under, over: given a configuration like “+”

we must say the minus-sign is under the plus-sign. Turning the page upside down--i.e.,

altering only the relation of the “1” to the speaker or hearer—forces us 1o say that the
minus-sign is now over the plus siga.

iti) Person. Person featres are perhaps the clearcst case of discourse oriented
features: 1st person is defined in terms of the speaker, 2nd in tenns of the hearer, 3d in
terms of the non-participants in the discourse. Although no syntactic rules refer directly 10
person, person features are inextricably past of the discourse.

iv) Gender. Gender is not a purely syptactic notion cither, as the ke, she, boy, girl
examples show. But neither is it purely scmantic: even in English the referents of she may
be inanimate (boats, countries, cic.). And in languages with more developed gender
systems, such as German, the difference between grammatical gender and actual gender
is even more pronounced: things rnay be masculine {der Wagen ‘the car’) or feminine
(die Sache ‘the thing’) as well as ncuter (das Ding ‘the thing"), feminine beings may be
ncutes (das Midchen ‘the girl’), ctc. What grammatical gender does is belp track
refesence from function words (prosouncs, articles) to content words elsewhere in the
discourse.

One final class of words should be discussed in this regard, so-called particles.
Consider particles in Ancient Greck, These are for the most part hard-to-gloss cvidentials,
“expressing a mode of thought, considered cither in isolation or in relation to another
thought, or a mood of emoticn” (Denniston 1934). A typical discussion of some of these
helps convey their flavor :

foi presses an idea upon the atiention of the person addressed: ‘T would
have you know (or remember); pou conveys doubt, ‘I suppose’....
Affirmation is expressed par excellence by e, which ..afffects the thought
as & whole: while deé and ge tend to cohere with the preceding word....

Besides expressing modes of thought, these particles...also indicate
moods of emotions, nuances. Thus pathos is ofiea suggested by deé, irony

or sarcasm by deé and déethen (sometimes by ge), intcresl and swprise by
dra and ge, sympathy, cncouragement, threatening hostility, and other
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altitudes by #oi, sudden perception or apprehension by kal meén and kal
deé. (Denniston 1934:xxxvii 1)

These particles form a closed class and are clearly function words on anyone's account.
But it is equally clear that the features which distinguish them from one another are not
features that are used to state syniactic rules. Words that express metely “modes of
thought...monds of emotions, auances” arc surcly best characterized in terms of the

Content words and function words, then, differ in kow they refer. Mary and she may
both refer to the same person, but the former refers to an unchanging eatity while the
latter refers to a consiantly changing cntity that is definable only in terms of the
discourse: she is the female non-participant in the discourse that is visible to both speaker
and hearer. Content words refer to their refercnis either directly {names) or by 2 specific
sense/meaning (nouns, adjectives, verbs). Function words refer to their referents only via

mediation by the discourse, its time and place and its participants.

1.2.2 Types of affixes. The traditional distinction between derivation and inflcction is
based partially on the observation that a set of affixes can be found which never occur
“inside” of other affixes in the language which do not fall insidc that same sel.

Bloomiield, for instance, notes that

“the structore of a complex word reveals first, as to the more immediate
constituents, an outer layer of inflectional constructions, and then an inner
tayer of constructions of word-formation.... The constructions of inflection
usually cause closure of partial closure, so that a word which contains an
inflectional construction (an inflected word) can figure in no moarphologic
constructions or else only in cenain inflectional constructions. The English
form actresses, for instance, can eater into only one morphologic
construction, namely the derivation of the possessive actresses’... This
latter form, in turn, cannot cater into any morphologic construction; it has
compicie closure. (1933:222)
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Inflectional affixes include person, number, and case-marking on nouns and adjectives,
tense, voice, mood and aspect marking on verbs. In languages such as Latin or English,
these affixes always occur in layers outside of derivational affixation: the only affixes that
occur outside of inflectional affixes are other inflectional affixes. The Latin passive
marker -ur, for example, occurs as the outer layer of inflection:
Active Passive
Singular fer-t fer-t-ur
carry-3sg carry-3sg-PASS
Plural fer-unt fer-unt-ur
carmy-3pl carry-3pl-PASS
The fact that it regularly occurs outside of other inflectional affixes and mever occur
inside of derivational affixes classifies the Latin passive as inflectional. Similarly with
adverbial -fy. Not oaly is il never followed by an inflectional affix (see above), but v is
never followed by a derivational affix cither: *quickiiness vs. friendliness. ‘This laycring
of inflection outside of derivation provides the motivation for a late inflectional level of
affixation in models such as Lexical Phonology or the Extended Word and Paradigm
model.

A second traditional observation about inflection is that it comes in paradigms.
Almost all nouns have singular and ploral forms, almost all verbs have present and past
tense forms, etc. '

Given one of these fforms], the speaker is usually capable of producing the
other. Eaxh set of forms is called a pasadigmatic sct of paradigm, and each
form in the sel is called an inflected form or inflection. Some languages
have large paradigms, which contain many inflctions. In Latin, for
instance, the verb appears in some 125 inflectional forms, such as amaare

‘to love’, amoo ‘I love’, amaas “thou lovest’, amat ‘he loves’, amaamus
‘we love', amem ‘I may love’, amor f am loved’, and so on; athe

i
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occumence of one form usually guarantees the occurrence of all others.
(Bloomficld 1933:223)

Traditional inflectional paradigms were introduced into generative grammar primatily by
Masthews (1972) in his Word and Paradigm (WP) medel of inflectional morphology.
Anderson later incorporated much of Maithews work into his Extended Word and
Paradigm model of a post-syntactic inflectionat component. One of Matthes' central
observations is that inflectional crdings often encode a number of features into a single
porimanteau morph: thus the -f in Lain fert ‘he carries’ signals not only 3rd person and
singular, but also present tense, active voice, and indicative mood. Porimanteaux are rare
in derivationzl morphology but extremely common in inflection. As Matthews
demoastrates, they are difficult to Ureal with concatenative morphology of the hiem and
Arrangement sort (e.g., Hockett 1954) and provide strong evidence for the traditional
device of paradigms.

Mazny other differences between inflecction and derivation have been proposed and 1
will not aitempt to discuss them all here (see Sicgel 1974, Aronoff 1976, Anderson 1982,
Scalisé 1984 for overvicws), But the clair that there is a clear distinction at all between
derivation and inflection bas been challenged (c.g. Bybee 1985, Di Sciﬁllo & Williams
1987). Much of the rest of the presenl work argues for a clear distinction between
derivaliona and inflection, so I will leave the issuc for pow.

For those that do accept the distinction between derivation and inflection, the question
remains: what is # tha distinguishes inflection from derivation?

Open and Closed Class Irems. An analysis based on open and closed classes will fail
miscrably in distinguishing derivation from inflection, since both classcs are closed.
Derivation may be “less closed” than inflection, since new derivational affixes can be

created; e.g., Dance-athon, Pink Floyd-athon, eic. from Marathon, work-aholic, worry-
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aholic, etc. from alfcoholic. But neither class of affixes is “open™ in the way that nouns,

verbs and adjectives are.

Syntactic features. Selkirk (1982) proposes that derivational affixes are marked for the
featureg [+N, +V]. This is meant to explain the observation that derivational affixes may
change the part of speech of the woid they aitach to: derivational affixes carry nominal
and verbal features and affixation produces right-headed words: [[obese]ay ityly. On this
view, inflectional affixes are not marked for the features [+N, £V] and are therefore
“transpareat™ in determining part of speech.

This is a uscful way of characterizaling inflectional affixes. But it does little in the
way of telling us which affixes are derivational and which are inflectional. For that, we
need to be able to specify what it is that makes affixes derivational or inflectional.
Anderson's analysis of inflection, of course, is pertinent here: inflection is what is

relevant to the syntax,

Semanttic features. Emonds argues that Anderson’s characterization is somewhat too
broad. He proposes instead that “inflections are those bound morphemes which are
relevant to transformational (as opposed to decp structure) syntax™ (1985:195). This
brings his criterion for inflection into line with his criterion for function wosds:
inflectional affixes and function wonds lack purely semantic features.

Since the features that function words and inflectional affixes write out are gencrally
drawn from the same set (ieose, aspect, person, numbes, etc.), my asguments against
Emond’s analysis of function words may be applied to his charactesization of inflection
as well: they are not so much syatactic features as features relating to the discourse, its
time, place and participants. Take third singular -s, for instance; no syntactic rule of

English refers to the fealvres [third person} or [singular), 0 in Emond’s terms they should
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nol be syntactic features®. But they clearly are discourse-related featres in that they
encode @ single non-participant in the discourse, i.c., [-speaker, -hearer, -plurall.
Similarly, the featores that dislinguish tense morphemes, ¢.g., Present from Pasl, are not
syntactic featuress that miles such as NP- or wh-movement refer 1o, but semantic features

that place evenis on & time-line whose focal point is the time of the utterance.

Discourse Features. In general, then, it scems that both fuaction words and inflectional
affixes may be characterized as what is relevant to the discourse, narrowly construed. I
say ‘narrowly construed’ becaue a greal many things are relevaat to the discourse. By
discourse 1 mean simply the time, place and participants of the discourse. This is meant to
preserve what is right about Anderson’s and Emonds’ analyscs whill;, including notions
such as tense, aspect, location and person a8 well.

This characterization of function words and inflectional affixes is, of course, not yet a
definition. To define function words and inflectional affixes in terms of discourse
features would requirc a small but complete set of such fealures and a theory of why
exactly that set of features is the relevant set. 1 have no such set of features at present,
nor such a theory.

What this boils down to is that the discourse characierization of function words amd
inflectional affixes 1 have sketched here is oot a definition that can predict 4 priori which
words and affixes are stored in the Lexicon as opposed to the Phrasicon. Perhaps future
research will provide such a definition.

But this lack of a precise definition need not pose an insuperable obstacke to the issue
of lexical storage; many notions in linguistics theory and elsewhere are difficult 10 define

2 Unless, of course, we take agreement 10 be a syntactic rule. But this is circular and
adds no evidence for or against the claim that inflection is defined in terms of purely
syntactic features.
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hut nevertheless important to use. The notion syllable is a casc in point: as Keating
points out, “the phonetic literatore is quite inconclusive as 1o cither whkat a syllable is, or
how to define its propertics, such as sonority, that might be exploited to definc syllables,
although phonologists have ben happty 10 assume that such questions are acarly setiled”
(1988:292). Despite any such definition of what a syllable actually is, however, syllables
play a central role in phonological theory.

To abandon the syllable because we have no precise definition of it, is to throw out
the baby with the bath-water. Likewisc with content words, function words, derivation
and inflection. All have defied explicit definition, but ihey continuc to be invaluable in
both grammatical and psycholinguistic rescarch.

1.3 Conclusion .

I bave tried to motivate a model of texical storage and processing that can be used both a8
a grammatical model and as a processing model. ‘This 2 Lexicon Hypothesis model
utilizes two lexicons that store fundamentally different types of item: the Lexicon stores
words and affixes that refer dirccily to stales, things and propertics in the world; the
Phrasicon stores those that refer times, places and participants in the discourse, The two
lexicons arec separated by syntax, which is fed by the Lexicon and which feeds the

Phrasicon.
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2. Minimal Word, Minimal Affix

Recent studies {Prince 1980, McCarthy and Prince 1986, 1990) have begun to articulate the
aotion of a ‘minimal word many languages place minimal prosodic sestrictions on the size of
well-formed words. In Estonian, for instance, content words must consist of at least a
bimoraic foot (Prince 1990) and in Japancse, well-formed derived words must consist of at
feast a bimoraic foot (Poser 1990)Y; words in Dyirbal must be a least disyllsbic (Dixon 1972);
and so on. As McCarthy & Prince nole, however, function words in such languages often do
not obey these minimality constraints, which hold exceptionlessly only for content words.
English, for instance, has a strict sninimal word requirement (CVX, ie., CVY or CVC) which
{he articles the (CV) and a (V) defy; Diyari has & two-syllable miniinal word requirement not
met by the monosyllabic conjunction ya "and’ (McCanhy & Prince 1986, citing Austin 1981},

and 50 02,

(1) The 2 Lexicon Hypothesis

Lexicon

Content Words (dog, eat, blue, yesterday, etc.)
Derivational Affixes {-ity, -ness, eic.)

Phrasicon

Function Words (tbe, and, to, if, etc.)
Inflectional Affixes (-5 "plural, -ed ‘past’, etc.)

1 Underived words may consist of as lile as a monomoraic syllable: Japanese has a number
of words like su 'vinegar', na ‘name’, 14 'rice field' (3tO 1989).
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Languages that impose minimal word requirements on content words (N, A, V, Adv) but do
not impose those same requirements on function words (articies, conjunctions, prepositions,
complementizers, etc.) provide an interesting type of support for the 2 Lexicon Hypothesis.
RccalllhatontheZLHcontcntwordsmdmnaionwoldsﬂein scparate lexicons, as shown
above in (1). (1) makes it possible to state minimal word restrictions that hold for content
words but do not hold for funciion words without resorting to stipulations about calcgory
membership, A prohibition against CV coatent words may be stated simply as a coadition on
well-formed words in the Lexicon; words in the Phrasicor may or may not be subject 1o such
conditions.

But the 2 Lexicon Hypothesis makes a further prediction in grouping derivational affixes
with congent words aod inflctional affixes wi function words: just a worde-iathe-Lexicoa
may be subject to minimal-size requirements that words-in-the-Phrasicon are not subject 1o,
affixes-in-the-Lexicon could be subject to minimal-size requircments that affixes-in-the-
Pheasicon are not subject to. That is, all morphemes in the Lexicon may be subject to minimal
requirements whereas morphemes in the Phrasicon may not be. Evidence from English aad
Attic Greck suggests just this: derivational affixes in these tanguages ar¢ subject to a Minimal
Arﬁxrequir:mmthainﬂediomlaﬂimmnm;:bjcctw. Derivational affixes consisting of
Jess than a syllable in these languages are prohibited; inflectional affixes consisting of less than
a syllable are quite common,

In at least two languages, then, it scems that nouns, verbs, adjectives, adverbs and ihe
affixes that create nouns, verbs, adjectives, and adverbs are subject to prosodic well-
formedness conditions to which articks, conjunctions, pronouns, complementizers, elc, and
inflectional affixes are not subject, a8 shown in (2).

2) minimal requirement
Content Words yes
Derivational Affixes yes
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Function Words no
Inflectional Affixes 0o

Again, this is modeled sicaightforwardly if we assume that the speakers of these languages
store and process coment words and derivational affixes in a different place than they store and
process function wosds and inflectional affixes. On the 2 Lexicon Hypothesis, the table in(2)
can be reduced to the statemeat in (3):

(3)  Minimal prosodic requirements are met in the Lexicon.

‘Words and affixes in the Phrasicon sie not subject to minimal prosodic requirements.

But an even stronger version of (3) is possible, one that holds not only for words and affixes
but for roots as well—i.e., for the output of any level of word-formation in the Lexicon:

(3}  Minirmal prosodic requirements are met at all levels in the Lexicon.
The generalization in (2) may then be recast as in (2°):

2" minimal requirement
Lexical Roots, Content Words yes
Derivational Affixcs yes
non-Lexical Roots, Function Words no
Inflectional Affixes no

(2 and (3") essentially make the claim that minimal word requirements (in some languages)
are epiphenomenal: they derive from minimal root and minimal affix requirements—ie, they
derive from minimal requirements on morphemes. Morphemes-in-the-Lexicon arc subject to
minimal requirements to which morphemes-in-the-Phrasicon are not subject.

Evidence for (2') and (3') is presented for English (2.1), Attic Greek (2.2), and Lagin (2.3)
as follows. First, 2 minimal word requirement is established for each language and it is argued
that this requirement follows from a minimal requirement on roofs. It is then shown that
function words and the roots from which they are built in these languages are niot subject tothe
minimal word requirement—this reduces to the claim that the roots of function-words are not

subject o minimal prosodic requirements. Finally, a minimal affix requirement of is
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established For ach language and it is shown thal inflectional affixes in these languages are not
subject to this minimal requirement.

2.1 English
The Minimal Word = gt 1t has long beea noted that English allows no (conteat) words
that consist of a single light syllable. Lexical words ar¢ raiimally bimocaic (4):

{4) English: Min Wd=pn
This holds not only of lexical words but also of lexical roots.

Content words in English consist minimally of 2 bimoraic syllable. CWs may be beavy
CVC (5a) or CVV (b), but not light CV ©

(5) Minimal Word (English)

a. CVC b. CVV c. *CV

pek ‘peck see ‘say' *pe “se

put it sil  ‘'see’ *pL  *s1

pot 'pu suu  ‘suc’ *na “so
Lexical Roots.

Determining what the lexical roots of English are is straightforward if only native English
vocabulary is used--all of the words in (5) are roots as well as words and the minimal rool
requirement is the same as the minimal word requircment. ‘The claim implicit in (2)) is that
any synchronically recoverable CW roof in English is af least bimoraic: since English also
contains a large number of non-pative roots, mostly from French, Ancient Greek and Latin,
these too must be checked against the minimal root requirement. 'We may divide noa-native
roots into free and bound roots.

Clearly, the frec rools all meet the minimal word requirement (clse they would not sppear

2 1 follow most work in metrical phonology in replacing the SPE features [1tense] with a
more universally applicable diffcrence in length: [-tensc) vowels are monomoraic [4, [+znse]
yowels are bimoraic [i]. (Liberman & Prince 1977:271)
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gs fiee roots) and thus are all minimally bimoraic: just, form, cry, air, nymph, phone, rhyme,
chrome, sex, mix, fuse.

But the iwo mora requirement holds of bound rools as well. Sloat & Taylor (1975)
provide a uscful pedagogical list of classical roots in English. Of the approximately 1,15 root
morphemes and allomorphs they list, 97% have two or more moras. The majority of these are
CVC, phil 'love, den ‘tootly, though some CVV show up as well, flu fiug! ‘fow’ (Tuid, fluent),
my fmai/ 'muscle’ (myology, myocardium).

What about the remaining 3% that consist of less than two moras? These are listed below:

(6) Putative allomorphs of Classical roots in English (Sloat & Taylor 1975)

CoV: affable clitic epithet plethora pus
analysis cescent flatulence professor quantity
butter dismal pity prophet scilicet

Cy  amesl cognition  diaghea pregnant surplice

aposlle cramium ennity problem tpesis

clandestine  cremate multiple rempant

The roots in (6) would be counterexamples to the minimal root requirement if they were
synchronicaly recoverable roots in English. Clearly, however, they are nol: fa does not
constitute a meaningful part of qffable even for the most erudite of English speakers, noris st a
morpheme of arrest. Whatever pedagogical usc ihe putative rools in (6) may have for the
student of English ctymology, they arc not morphemes of the language and thus do not
constitute counterexamples to the minimal root requirement in (2. All synchronic lexical
roots in English consist of af least two moras. This is the basis of the bitmoraic minimal word
requiremeant for the language: words are made from roois, 50 minimal restrictions on the latter
entail minimal resirictions on the former.

English Function Words S un
A number of English FWs occur as less than bimoraic in nomal speech. These fall into two

classes: the anicles a and the, which are underlyingly monomoraic, and reducible ("clitic™)
EWs such as am ('m) and will (li) which are underlyingly bimoraic but are reduced 10 pon-
moraic or monomoraic status in speech.

Except in emphatic or hesitaling contexts, 2 and the occur as the light syllables { 9] and
{5a]. No comparable content words exist. Both words have heavier allomorphs that occur
prevocalically, but, interestingly, acither of these is always bimoraic: Kenyon & Knott, for
instance, transctibe prevocalic the 48 monomoraic [81] not himoraic {81]. The prevocalic shape
of a is [za] or [9n], but this is not always birnoraic, since the final # often syllabifies with the
following word: an ice cream pie and a nice cream pie may be homophomous,
{9.najs.krim.pajl?

The empbatic forms of @ and the, [€] and [3}, arc of course bimoraic and do satisfy the
minimal word requirement. The point here is that (ncar-Yhomophonous conteat woeds like
hay and bee may not be reduced to [ha] and [ba), even when unemphatic: words-in-the-

Lexicon must be bimoraic,

Non-lexical roots

siuceaandthearebmhwordsandmots(iustueatandfrogmbuh words and roots), they
show that both FWs and the roots of FWs may consist of less than two moras. This suggests
that English FWs and their roots are not subject to the same minimal requirements & English
CWs and their roots. This is the case in language after language, as noted as carly as
Bloomfield (1933:243-4):

The roats of a language are usually quite uniform in structore.... In a few
languages, such as Chinese, the structure of the roots is absolutely unifonn; in

3 Resyllabification of final n in an (and mine) is long-standing in English, Historically this
has given anewt < an ewt, a nickname < an ekename. Misanalysis occurced in the other
direction as well: an anger < a nanger, an adder < paddcr (Skesat 1910).
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others, we find some roots that are shorter than the normal type. Itisa
remarksble fact that these shorter rools almast always belong to & grammatical
or & semantic sphere which can be described, ia terms of Enlgish grammar, as
the sphere of pronoun, conjunction, and preposition. In German, which has
much the same root structure as English fi.c.. , the definite article contains a
rood [d-], for in the forms der, dem, den, and 50 on, the rest of the word (-er. -
em, -¢n, and 50 on) is in each case a normal inflectional ending, appearing alse
in the inflectional forms of an adjective like ‘red’: rot-er, rol-em, rot-en. The
same applies to the interrogative pronoun '‘who?* with forms like wer, wem,
wen. In Malayan and in Semitic, many words in this semantic sphere have
only one syllable fdespite a two syllable miniraal limit on conteat words--

C.G.], 38, in Tagalog, [a] 'and’, or the syntactic panicles (ang] 'sign of object-
expression’, [ajl 'sign of predication,’ [na] ‘sign of sttribution.” This semantic
spbemismghlythesamcuthminwhich English uses atonic wotds.

Tn addition to a and the, EngﬁshﬁmahrgenumbcrofFWsthatreduoem MOoNOMOAiC of
non-moTaic sequences in normal speech: bimoraic and reduces 1o monomoraic [n] (Tom n'
Jerry, Joe 'n’ IJ; bimoraic will reduces to nonmoraic (1] { You'H! go) and 80 on, These forms
are clear violations of the minimal word/minimal root requirement. Content words do not
reduce Lo MONOMOraic or non-moraic strings (except, perhaps, in rapid speech). A

wmpuiwnofhomophonuquCWpainmammsckar:

(7) Reducing and non-reducing homophones in English

but bat bat butt -bat

can (ax.) ken  kan, kn, k) can (n.) k®n

do gu do, d3 dew dju, dw, du
for far fr four for, for

have (aix.) hav  havy, av, v, hef have (v.) havt

4 Kenyon & Knott do oot give a scparale listing for the main verb have, suggesting that it has
the same foll and reduced forms as the modal. In American dialects 1 am aware of (my own,
for instance_ however, main verb have does not reduce: *T've a friend in town.
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him him im, him hymn him

I a al, 3, 3 eye a

in in in, n inn in
must mast mast, mos must (n.) mast
or ar r ore or, ar
some sAm  sam, sm, 83 sum sAm
1ill (conj.) u 1 till (v., n.) ta

1o tu to, ta, 9 100, WD tu

we wi wi, wi wee (adj.) wi
will (aux.) wil wal, a1, |, 1 will (n.) wil
would wad wad, 3d, d wood wod
you ju jo, i@ ewe ju. Jo
your jor jor, Jr yore for, jor

How tbe fanction words ia (7) are reduced will be discussed in the following chapter (see
also Golston 1990b). For now it is sufficient to obscrve that none of the conteat woeds in (7)
have reduced forms, despite the fact that they are segmentally identical to the full forms of the
corresponding function words. This is especially noteworiby in cases where the
corresponding function word reduces to a monomoraic dr. o r.8m t} e orooa-
moraic (d, 1, ¥) sequence. The fact that only the content words in (7) lack reduced forms adds
suppont to the 2LH: themdwibilityofﬁmaionwmdshmmofhomophm content words
follows if only the laiter are subject o minimal word requirements.

The Minimal Affix = 2. 1 have tricd to show that coatent words and their roots in English
are subject Lo a minimal prosodic requirement to which function words are not subject:
words-in-the-Lexicon must be bimoraic, words-in-the-Phrasicon may be monomoraic and
even non-moraic. A similar case can be nade for Serivational affixes (which are subjectto a
minimal requirement) as opposed to inflectional affixes (which are not). The minimal
requircraent for derivational affixes is that they consist of at least a light syliable;

(8) English: Min Aff=p
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This minimum requirement applies only to derivational affixes, i.¢., 1o those affixes that
are stored in the Lexicon. Affixes in the Pheasicon are not subject to the minimal affix
requircment, just as words and roots in the Phrasicon are not subject to the bimoraic minimal
word requirement.

1 claim in (8) that English has no derivational affixes that consist of less than a mora. To
see that this is so, let us begin with prefixes. Marchand (1969) gives what he claims to be a0
exhaustive list of 65 English prefixes (9): )

(9) English prefixes (Marchand 1969)°

a- a- ante- anti- arch- aulo- be- bi-
circum-  Cis- co- counier- cryplo-  de- demi di-

dis- en- epi- ex- extra- fore- hyper-  hypo- in-
inter- intr- mal- meta- micro-  mid- mis- mono-
multi-  Beo- non- pan- para- per- peri- poly-
post- pre- preler-  pro- pro- pro- proto-  pscudo-
re- tetro- semi- step- sub- super-  Supra-  Sur-
{rans- tri- twi- ultra- un- un- uni- vice-

Each of the prefixes in (9) is a least monomoraic, in accordance with (8. Similarly for
suffixes; of the 80 or 5o that Marchand lists, all but two (underlined) are moraic:

(10) English suffixes (Marchand 1569)5

able -acy -age -l -al -an -ance  -—ancy -ant -

and -arian  -AIY -ale -ale -ate -ale -ation by -
cy dom od -ed <t -£en 22T -en -£n <r-er -
exel -1y -5 -£sque  -€88 -t <t fold -ful -
ful -hood -iama  -ic Gcian e Ay ne  -ing  -ing -

$ prefixes that are listed more than once are oncs thai Marchand treais as separate affixes:
ablaze vs. asymmeiric; proconsul vs. pro-amnion Vs pro-British; unfair vs. untie.

6 1 have not included alicmate apellings here (-ance, -ence: .ine, -in), nor alt of the allomorphs
of each morpheme (-ery, -ry; <ify. fy: -21%, -ity, -dy, -ty). Marchand also lists a number of
what he calls semi-suffixes, none of which violates the min aff requirement: -/ike, -worthy, -
monger, -way/-ways, -wise, -word/-wright. 1will not discuss these here; the intercsted reader
is directed to Marchand (1969).

} [ L J ! J [ 1 | | ' | | [
ish -jsm st -isier  -ile -ity -ive fze kin -
E e dess  -let ding -ly -menl -mo -most -
ness -ory -ous ship -some -some  -SicT 4h -fon -
ure -ward -y -8y -2ty -4

Maost of the suffixes in (10) are bimoraic, though a few contain only a single mora. The two
apparent exceplions, -th and -ed each admit of akternative analyses that render their siatos an

exceptions dubious.

-ed. Marchand distinguishes two suffixes here, the type found in feathered and the type found
in palefaced. Both are derived from the inflectional ending found on past pasticiples (and thus
exceptions that prove the rule, s0 1o speak) and both have unpredicatble allomorphs in A/
which satisfy the one-mora minimum. Comparative evidence that both types of -od were
originally inflectional comes from other IE languages in which the same altemation between
denominal and devarbal adjectives occurs (L. dentatus "tootbed' and amatus ‘was loved').
Internal evidence includes the fact that in O3 and Middie English such denominals ace also
found with the inflectional prefix ge- (gehlidod idded', geswurdod ‘sworded’). Synchronic
evidence that denominals in -ed are still felt to be inflection-like coraes from the otherwise
peculiar fact that these adjectives {and no others) may be modified with well- and il-, two
prefixes which otberwise modify only deverbal participles (well-worn, ill-sxited; but *well-
Biue, *well-warm, *ill-big, etc.). That is, the prefixes well- and il clearly subcacgorize for
verbs (worn) not adjectives ( *blue), showing that the -ed in ill-swited is a verbal not an

adjectival suffix.

7 As Marchand (1969:323) points out, *-le is a0t a derivative suffix proper from existing
roots” and is best treated as a recognizable but nol segmentable symbolic element of a number
of words. "Twink is niot recorded before 1400, i.c., 500 years latet than twinkle; fizzle is
recorded 1532, fizz 1665, quackle 1564 is oder then gquack 1617. Many verbs probably never
had a simple root without the [1] clement, as drizzle, bustle, hustle, rustle, suffle, shuffle,
frickle...”
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Additional evidence that the palefaced-type -ed suffix is felt to be inflectional rather than
derivational comes fram the fact that it is added not to true compounds (11a) but to syntactic
phrases (usually N-bars consisting of an adjective-noun sequence) (b). This is made evident
by the fact thal bare nouns generally arc not affixcd with this type of -ed {c):

(1) a. * [[biking-pdwder]N cd} *having baking powder’
* [[wall-phpern ed} “having wall paper’
b.  [[heavy hdndly cd] ‘having heavy hands' .
[{thr2e comerhyy ed) ‘having three corers'
c. * [[hind]y ed] "having a hand’
* [[comer]y od} ‘having a comer’

I will assume that the inflectional nature of both types of -ed is what allows them to exist as
pon-moraic affixes, insofar as they are non-moraic.

Many of the oldest and most common Jeathered-type words with -ed show an underlying
 suffix /ud/ rather than ASY:

(11) adr crooked < crook [krokd] *fkrokt]
wreiched <  wretch (retud] et}
ragged < g [raeqd) *[r2gd]
jagged < jag (Yaqu] *[Jagd]

An underlying suffix /ul/ conforms ncatly 10 the one-mora minimum and accounts for the
otherwise anomalous data in (11), givén that other cases of -ed, such as the preterite
(underlyingly /d/), never surface as syllabic, even after velars: looked [0 kt}, *[\@ kid},
wagged [w2gd], *[w2gud). The same underlyingly moraic suffix is found with the
palefaced-type words one-legged, bow-legged, cic.

Thus, -ed is the exception that proves the rule that detivational affixes in English must
consist of at least one mora: it is neither clearly derivational (sincé it has a number of

inflectional propenties) nor clearly non-moraic (wretched, one-legged). 1ts status as an

exceplion to the minimal affix requirement is therefore seriously compromised.®

-th. This is not a productive affix in English. Marchand's (1969:349) discussion of its history
bears this out:

_th is a substantival suffix with a few coinages of doubtful currency.
Productive in Old English and Middle English (depth. health, length, strengih,
wealth, etc.), it has in the Modem English period formed deverbal growth 1557
and spilth 1607. Breadth 1523 (no derivative for the present-day speech-
feeling) is extended from now obsolete brede (OE brz:du), influcnced by
length, and was followed by width 1627 (dialectal widness with a change of
suffix rather than "a literary formation” (OED), as original [i:] had, by 1627,
long become a diphthong. Coolth 1547 (now chiefly colloquiat or joculat) was
coined after warmth. Jlith 1860 is "used by and after Ruskin as the reverse of
wealth in the sense of 'well-being’: 1il-being™ (OED). Horace Walpole coined
the word greenth, Wentworth quotcs lowthk as vsed by Bacon.

In light of this non-productive status, -2 might well be dismissed as a serious countercxample
10 the migimal affix requirement: if it is not productive, there is little reason to list it as a
separate morpheme in the Lexicon. And if it is not listed in the Lexicon, i will not be subject
to a minimal affix requirement.

Note also that the most common words containing -k iovolve an unpredicable ablaut

variant of the stem-vowel, indicating that words like length and depth are not synchronically

8 Tom Cornell {p.c.) poinis out the interesting case of adjectival passives (sec Grodzinsky
1990;114-120 for a review and a discussion with regards 1o Agrammatism). In ‘Mary was
concerned’, the adjectival status of concerned is shown by the following contrast:

a. Mary was concerned about John.

b. Mary was conccmed by John.
If concerned were a true passive (2) should be grammatical (cf. 7 John concerned Mary ).
Thesc adjectival passives are not (on maost accounts) degived transformationally and should be
formed in the Lexicon (V -> Adj) derivationally. If so, they are derivational suffixes in
English that consist of less than a mord. As with the -d in one-legged, bowever, this is
clearly related to an inflectiona) affix; this, 1 would claim, is what ailows it to consist of less
than a moca.
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derived from [{ong + th] and [deep + th] (cp. 122, b).

(12) a. Ablat vowels and -th

[aHE] fiHel lae-y
long length decp depth wide width
strong sirength heal health five Mfifth

broad heeadth weal  wealth
If the alternations in (12) were to be derived synchronically, English would require
phonological rulcs something like those in (13).
{13) Non-nules of English Phonology
a f->[e)__CCs ‘

b, Hr->[ey __CCS
c. fav >/ _CC$

The rules in (13), however, are clearly not phonological rukes in English, even if we restrict the
domain of rulc-spplication to words ending in the morpheme -th, (13a) is counler-exemplified
by fourth (*[fer6]) and warmth (*[werma)); (b) is counterexemplified by sixieenth
(*[stkstend)); (c) by heighth (*[hitB]) and ninth (*[mnB]). Naote also that eighth
(*[@1B]) does not undergo an /e/ -> [EY __CCSrale. i.« .bsence of rules like those in (13)
in English makes the synchronic detivation of depth from. deep + th, strength from strong +
th, width from wide + th, etc. highly unlikely.

Even if -#h is treated as a synchronic affix of English, its status as a counterexample to the
minimal affix requirement is not beyond dispate. Evideace discussed by Goldsmith (1590)
suggests that -th may consist underlyingly of a CV sequence. Goldsmith notes that -th is
exceptional not oaly by its apparently non-moraic stalus, but also by its ability to occur in the
codas of syllables in positions normally restricted to [S, 2, d, 1]. Goldsmith points out thal
sequences of obstruents are not allowed word finally in English unless one of the obstrents is
an alveolar:

(14) [V C2lg -> (Cy isalveolar)or (C; isaiveolar)
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That is, given a coda-cluster consisting of two obstruents, one of the obstruenis must be [8],
[2) [tiorld): *&fk, *20k, *2fk, *@&fp, *&6p, *&(p, and *2kf, *&K6, *=K f.
*a2pf, *&pd, *@®pJ are impossible English morphemes. (Note that “alveolar’ in (14)
cannat be replaced by ‘coronal’ since coronal [[) is not allowed in these positions.)
Curiously, B does occur after another non-alveolar obstruent but only when itoccurs as &
separate morpheme: depth, length, strength, ¢ic. Goldsmith concludes that the morphemne -th
somehow licenses [B] in this position, since [8] is not liccnsed in this position in
monomorphemic words:
This terminal @ (that is, one that appears after an obstruent) appears ie fifth,
sifks]th, (eithth), twelfth, hundredth, thousondil, length, strength, depth, width,
and breadth, and in so other words in the English language. Clearly there isa
generalization here, of which the weakest possible is that (he -th is & separate
morpheme. We may state the connection between the otherwise exceptional
distinctive point of articulation and the presence of a distinct morpheme by
saying that she dental poin of articulation is licensed word-finally by the
suffixal morpheme itself, rather than by cononical syllable-intemal structure or

by the regular word-final extrasyllabicity.
(1990:147-—-my emphasis)

Goldsmith formalizes the licensing of 8 in the coda position when i is a separate morpheme
as in (15) (= Goldsmith's (44)):
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(15) licensing word-final B in depth

o
1
back
high
voice
PofA
voice
/\ . M
|
onset rhyme Pof A: deoial
+¢onotineant
coda
{Pof A]
|
C v C C
| | i |
d € p 8

In (15), the fact that -8 may occar where il may is a result of “Jicensing features” associated
with the morpheme; when [8] 18 not part of this morpheme, its point of articulation is not
licensed, explaining the lack of monomorphemic words like dep8, wud8, etc. For
Goldsmith, then, it is not anything about the phonological shape of -0 that licenses its
occurrence after pand k. it is a property of the morpheme thal licenses these positions.

One probiem with Goldsmith's view is that any point of anticulation could be licensed,
even one (say) that does not occur in Enplish {linguo-labial, pharyngeal, e1c.); his proposal is
clearly too strong in that it allows far more than it peeds to. All that is required is (a) thata
segment that commonly occurs in onsets and simple thymes be allowed to occur afier [p] and
fk] in the coda and, (b) that this be a propenty of the aifix -th, since it does not occur with B
morpheme-internally. ‘This may be accomplished with an underlyingly CV form of the suffix
in which the V-slot is empty (16a):

(16) & -thasunderlyinglyCV b. depth
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ag [+] ag
AN T Fa
cC Vv cCc v c C V
| [T 1
8 d ¢ p @

The empty V-slot puts B in the onsel of a syllable, where it is licensed by the same licensing
that permits words like thing and thick; the (merely) apparent coda clusier [p8] in (16b) docs
ot violate the restriction that coda cluster cannos have two poa-alveolas points on articulation.
Note that segmental maierial from dep {namely the vowe!) cannot be associated withthe V
wihtout crossing the association line linking 8 to its C-slot; consequently, the V-slot in -th gocs
unfilled and is lost, Jeaving the 8 10 be stray-adjoined into the root-syllable. This analysis is
more restricted than Goldsmith's for two reasons, Firg, it utilizes a formal device (an empty
timing-slot) independently cstablished in the literature—Goldsmith himself discusses analyses
involving empty C-slots in French, Seri (Marlett & Stemberger 1983) and Ondandaga
(Michelson 1985). Sccond, it is Jess powerful insofar as it is not capable of introducing (say) a
point of articulation not found in English.

How could an underlying form such as the one in (16) come about? Comparative
evidence from Dutch and German suggesis that the English form once contained an sudible
vowel, most likely a schwa: cf. Du zesde “aixth’, zevends ‘scventh’, achisic *eighth’; G zweile
*second’, dritic ‘third’, vierg ‘fourth’.

The same underlying form used lo allow _th to oceur afier obstrucats in a coda qualifics -
as underlyingly moraic: the final morpheme in depth is underlyingly CV (satisfying the min
aff requirement) but surfaces only as 8 because its V-slot is not linked 1o anytihing on the
segmental tier.

Neither the -eds in palefaced and feathered nor the -th in width and length provide solid
examples of non-moraic derivational affixes in Enplish. The latter fails to be clearly non-
moraic; the former fail 1o be clearly non-morsic and fail to be clearly derivational. Hollander
(1976:177), discussing derivational affixes from O} to Modern English, puts the gencral Case
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like this:

There...seems [o be a clear connection between productivily and syllabicity in
English derivational morphology. Productive suffixes obviously tead to be
syllabic rather than nonsyllabic.

Without convincing counterexamples, then, and in light of the sheer number of clear cases that
suppot it, I conclude that the minimal affix requirement is true of English.?

English Inflectional Affixes < . English has eleven inflectional affixes, cight of which do
not obey the minimal affix requirement required of derivational affixes.

(17) English inflectional affixes

-ed ar bak-cd, claw-ed past

-ed id/ (has) bake-d, (has) kill-ed perfect participle
-ed fio /) (was) bake-d, (was) kill-ed passive participk
-en m/ (has) tak-en, (has) see-n perfect participle

9 Stoat & Taylor (1975) list approximately 165 derivational affixes for English. OF these, five
are non-moraic and deserve some discussion:

-1 ‘small' gasirula
-sC ‘becoming' nascent
-m NOUN baptism, chasm, idiefl, poeml, sarcasm, Spasi.
-3 NOUN chaos, crux, defenge, diacoustics, diplomatige,
economics, ethicg, expenge, larynx, linguistics, sex, tax
4 ‘one who,  anthropologist, architect, catapult, ventriloquisL
that which'  dentisi, enthusiast, florist, individualisf, materialis,
poel, suspect

-1 ang -se are not synchronically recoverable in gastrula or nascent; other words in which these
putative suffixes suggest moraic (spitrie) or bimoraic (pubescent) suffixes. The lasi three
suffixes are best analyzed as parts of other suffixes (following Marchand 1969 and others). -m
is part of -ism, -1 is part of -ist, -3 is part of -ics. Words like poet and suspect, sex and fax ar
monomorphemic and do not have a synchronically recoverable -f or -5. Sloat & Taylor's list
of roots and affixes is primarily pedagogical; more theoretically oriented works such as
Aronoff (1976), Selkirk (1982) or Scalise (1984) do not treat -J, -sc, -m, -5, and -f as affixes.
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-tn ms (was) take-n, (was) see-n passive participlke

-r fart brown-er, slow-er comparMive

sl ast/ brown-est, slow-est superiative

-ing oy (is) sink-ing, (is) flow-ing present participle

Jy i decp-ly, quick-ly adverb (adjectival inflection)
- Ir/) duck-s, dog-3 plural

-8 fr/f eat-s, beg-s 3rd singular

-8 2z duck-'s, dog-'s possessivel?

Note that none of the underlyingly non-moraic suffixes in (17) bave moraic allomorphs like
the [1d] altomorph found in wreiched or one-legged. This is scen most clearly with the various
-5 and -ed suffixes but is equally true of the -en suffixes, which always sorface &5 non-moraic
{n] post-vocalically: see /scen, be / been, lay / lain, slay / slain.

English grammatical items are not subject to the same minimal prosodic requirements to
which English lexical items are subject. Content words and their roots must be bimoraic,
though function words may be monomoraic and may reduce to non-moraic status. Similary,
derivational affixes must be ai least monomoraic, whereas inflectional affixes are frequently
non-moraic. The 2 Lexicon Hypothesis allows this to be stated in a non-srbitrary fashion:
morphemes and words in the Lexicon are subject to minimal prosodic constraints that do not
hold for morphemes and words in the Phrasicon.

2.2 Ancient Greek
Like English, Ancient Greek (AG) alows no content words that consist of a single light
syllable: well-formed lexical words are minimally bimoraic. Again like English, this holds
not only of lexical words but of lexical roots. AG content words, like their counterparts in
English, do not have ‘reduced forms",

A bimoraic foot can be shown independently to be the foot used in stress and pitch-accent

10 | follow Emonds {1985) and others in considering ‘s an inflectional affix. It is, of course &
phrasal rather than a lexical affix, since it is attached to NP rather than to N {see Anderson
19%9, Golston 1989).
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assignment (Allen 1973; Sauzet 1989; Golston 1990b). Thus, in McCarthy and Prince’s
(1986) terms, the minimum word equals (he minimum foot in AG.

With the exception of a handful of imperatives and participles (on which see below), AG
had no monomoraic nouns, verbs or adjectives. Examples of disyllabic and monosyllabic

bimoraic nominals are given below:

(18) Ancical Greck minimal nouns (nominative singular)

Cvv

mnda ‘type of currency’ gée ‘earth’ nod *mind (dual)’
CVC(C)

thrik(s) ‘'hair' phkp(s) ‘'wein’ hal(s) ‘sall’

(19) Ancient Greek minimal adjectives (masculine singular unless otherwise noted)

Ccvy

séo(s)  ‘safe' ed(s) 'noble’ ploo(s) ‘hat’
cvCicy

mérop(s) ‘mortal’ ginop(s) wine-colored' bélik(s) 'bent’

Notice that ihe minimal monosyllabic word atiested for nominals is cither CVV or CVCC; no
cases of simple CVC nouns or adjectives occur in AG. I will argue that this is due to the
extrametricality of word-final consonanis in AG {Steriade 1988; Sauzet 1989). CVCV and
CVV shaped words are unaffected by final consonant extrametricality; but CVC shaped words
violate the bimoraic misimum becavse the segment that constitutes the second mota is
extrametrical: CV(C). AG conient words are thus minimally CVV or CVCC.

For morphological reasons, minimal word sized verbs are hard to find in AG: most verbs
contain more than lwo moras because of moraic inflectional endings. Not all of the following,

11 True CVC(C) adjectives are hard to find; I have included longer words here. ‘The minimal
requirement is satisfied trivially.
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therefore, are tnuly minémal; this is especially true for verbs of the form CVCV.

(20) Ancient Greek rinimal verbs

CVV verbs

p¥i ‘it sails’ théi ‘it flows’ psbo Trub'

No CVCC verbs are given because Greek verbal inflection never produces word-final
consonant clusters. No lexical adverbs have been given here because they are all derived either
from nominal or from verbal roots.

Two seis of counter-evidence to the bimoraic minimal word proposal must be
countenanced. The first involves a small number of verbs that have CVC second peson
singular aorist imperatives:

(21) CVC imperatives (second person singular aorist)

dés  ‘givel thés  'pat!’
If final Cs are extrametrical, such forms should be monomoraic and hence ill-formed. Hayes
(1977) has proposcd that degencrate feet (2 monomoraic foot in this case) are allowed in some
languages under heavy stress. I will assume that imperatives were contrastively stvessed in
AG (not an implausible assumption for imperatives) and that this extra degree of stress is what
licensed otherwise monomoraic CV(C) syllables.

The second set of counter-cvidence consists of a few neuter participles of the form CVC:
(22) CVC neuter participles {(teuter nominative and accusative singular)

stén ‘'havingset' thén ‘'having placed' ddn  ‘having shown'
The contrastive stress hypothesis countered for imperatives is surely out of place here; there is
no reason to think tha participles would acquire any exira degree of siress that might license a
monomoraic foot. Steriade (1988) provides compelling evidence, however, that such neuter
panticiples were treated as CVCC with a final [t] as in (23):

(23) CVCC forms of ncuter participles
fstdnt/ ‘havingset’  Ahént/ ‘having placed’ /dént "having shown'
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Steriade’s evidence for the final -f in neuter participles comes from the accentuation of
polysyllsbic nevler participles:
_nt Finals surface as -n, but words ending in such sequences are accented
exactly like thosc ending in -ks, -ps fi.., in consonant clusters--C.G.I: their
recessive accent never reiracts beyond the peaolt. Examples of this type are
neuter participles like paidéu-on ‘educating' (from /paideu-ont/, compare the
genitive paidesi-ont-os) and neuter adjectives like khari-en 'gracchul (from
fchari-ent/; compare kikari-ent-0s). (1988:275)

The CVCC forms in (23) are thus motivated by the accentuation of neuter participles like
paidéu-on. The latc deletion of the post-nasal [t] apparenily does not affect the acceptability of
these words.

Lexical Roots

AG lexical roots as well as words are subject to the bimoraic minimum. The only difference
is that final consonants in roots are not extramelrical {only word-final consonants arc
extrametrical). CVC nominal and verbal roots are extremely coramon: the roots for some of
the nouns, verbs and adjectives mentioned above are given below:

(24) Ancient Greek nominal roots

CVC nouns
thrikh-  ‘'hair phlep-  ‘vein' bal- "salf’
CVV nouns
mnaa-  ‘type of cumency' pee- ‘earth’ thee- ‘serf’

(25) Ancient Greek adjectival soots

CcvC
kak- bad’ mak- ‘blessed' bath- ‘deep’
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CVV adjectives
s00- "safe’ eu- ‘noble’ pioo- “fat’

(26) Ancient Greek verbal roois

CvC

ag- ‘come’ tith- ‘ot phob-  ‘fear
CVV verbs

dee- ‘bind’ luo- “locsen’ thee- ‘give’

(Again,lhavenotincmdedmmohdmhssinccthucmthmmlmnminﬂormbi)

Bimoraic Lengthening. Additional evidence for a bimoraic minimal word in Greek comes
from phonological processes that preserve bimoraicity in derived words. Consider the

paradigm for pod- ‘foof, for instance:

@n pod-'foot'
Singular Plural
nom piu-s nom pod-es
ac pid-a ac  pod-as
gen pod-Os gen pod-6on
dat  pod-f dat  posi

Note that only the nominative singular form has a long vowel; the lengtheaing is easily
explained by the bimoraic minimat word requirement conpled with final consonant
exirametricality. Alveolars delete before /¢/ in AG. Consider the effect of such a ke on the
pominative singular and the dative pural forms of pdus. The dative plural resulting from T/D
Deletion is a well-formed bimoraic CVCY; the resulting nominative singular, however, is an
illicit monomoraic CV(C).

(28) Derivation of nominative singular and dative plural of péus ‘foot’
nom sg dat pt

Underlying Form  pod-s pod-si
T/D Deletion @ $
7



po - po -si
{eapthening poo-s —
O-Raising pou-s e

The nominative singular vowel is therefore lengthened (o > 00) to satisfy bimoraicity. A later

fule of O-raising (Sommerstecin 1973) raises oo 1o oH fuul. Similar cases can be seen in other

monosyllabic forms:
(29) pur-"fire' xho-'an amount'  su- 'pig’
Sing Nom pour khéu-s siu-s
Acc péur khou-n siu-n
Gen pur-6s kho-65 su-6s
Dat pur-{ kho-{ su-[
Plural Nem pur-4 khé-¢s si-cs
Acc pur-& khé-as si-as
Gen pur-6on kho-6on su-Gon
Dai pur-His ? su-s{

In the nominative and accusative, would-be CV(C) forms are lengthened to CVV({C) 1o
achieve bimoraicity: pur -> pour; khos -> khéoes > kho6us; sdn -> stun, etc.
‘The same lengthening processes can be observed in ‘clipped’ forms of vocatives, Consider

the following:

(30) Clipping .
bia < basilén king-voc' -
dift2 < dif ‘Zeus-dal'
mia < mateer 'mather-voc'

The clipped forms on the left are derived as follows: the first syllable of the full word is
copied {ba, di, ma), lengthened to achieve the requisite bimoraicity (baa, dii, mau), and
accented:

(31) Derivations of clipped forms
Full Word basiden dii  mateer

12 This accem here is not recessive {that would yicld di); 1 have no account of this but it does
ot matetially affect the argument at hand.

T

Copy firstsyllable  ba di ma
Lengthening baa dii maa
Accentuation béa di mia

A third souce of evidence for this leagthening role comes from ictier-names in AG, which
provide interesting support for the claim that the minimal word was bimoraic. All AG letter
names had at least two moras, even where the phoneme named was itself inherently

monomoraic. The 24 letter names!? arc given below, with the Geeek letier preceding:

(32) Greek letters and letter-names

-~

o daea  Apha v Vi nfiu
g gfita  béeta 3 gl kséi
¥ yéupc gimma o ou Su

6 éaTa  dflha n mel péi
€ el é p pid hedo
t tira  adéena ¢  olypa sigmasiigma
n fita éeta T Tal tho
8 afita  théeta u o u

t 1ora  idoa ’ oel phéi
K kannma  kippa x  xel xhéi
A n&upba limbda, Jdhda ] el pséi
[t} ] mén ) o 60

Of particular interest are the letiers € and o (called 'epsilon’ and ‘omicron’ in 1ater Greek).
These letiers unambiguously represent monomoraic vowels! [£] and [0] yet have bimoraic
names [&i] and [6u]. The leticr u is a slightly differcnt casc: the letier may represent either &
long or a short vowel, but the Jetler name is long [tul. Equally suggestive are the lefier names
for 31 and v {why not [md), [vd] 7). for o and L (why not [4], [(] 1) and for 7, 9, %, € (why

13 T omit here olher letters such a8 £ digamma, koppa @ and séin M (name not certain acc. o
L&S) letters which were used only in very early Greek. koppa is non-problematic, a8 is
digamma. For the name sén, recall that in early Greck nasals were moraic (Allen 1973:xx),
so sén would probably have been bimoraic.

14 In some carly forms of the Greek alphabet, the leticrs € and o were used both for long and
shott vowels. When the ketters i and © were introduced for bimoraic vowels, € and 0 were
used to represeni only monomoraic vowels. :




not [pfl, [phi), etc.?). Ttseems that a well-formed letter-pasme in AG is minimally bimoraic.
The bimoraic minimal word requirement, then, is well-substantiated for content words in
AG. Tt will be shown below, however, that an impressive number of both derived and un-

derived function words do not obey this constrainl.

Ancient Greek Function Wordss un. A large number of function words in AG arc
monomoraic; it is significant that they oocur in almost every non-lexical grammatical category.
In order not to be circulas or arbitrary in defining "word', I wilt use Sauzel's (1989) definition of
a word; astring of scgments associated with a single H tone. This will exclude marginal
‘words' such as proclitics and enclitics; T should note, however, that all such clitics are functioh

wonrds and a number of them ar¢ monomoraic. Catcgories which have monomoraic members

include:
(33) Monomoraic function words
Prepositions: pros ‘lowards'
stn 'with'
pré - 'in front of
Articles: 16n ‘the' (masc. acc)
1 ‘the’ (neut. nom/acc)
4 "the' {neut. pl nom/acc)
Pronouns: sd thou'
sé ‘thee’
he *him' (acc)

Possessive pronouns:  sds *your’ (nom, mMasc)

s6n ‘your' (nom/acc, neut)
hés *his' (nom, Masc)
hén %i1s' (nom/ace, neut)
Interrogative pronouns:  tis ‘who 7'
o ‘what T
30

Relative pronouns; hos ‘who' (masc Sg)
hén ‘whom' {masc sg)
hé ‘which' (nom/acc sg)
hi ‘which’ (nom/acc pl)

Sraall Nuimbers: héni% ‘one' (peut nOT/acc)

Conditional Particles: io ‘then’

Conjunctions dé ‘and'

Temporal conjunctions:  prin ‘until

Panicles gér 'for’

mi werily'
mén ‘surcly’

The words ahove violate the bimogaic minimal word requirement in ope of two ways. CV(C)
words such as mén "surely’ are monomoraic because of their extrametrical final consonanis.
CV words such as d¢ ‘and' and f'what' are monomoraic regardicss of extrametricality.

Derived monomoraic function words. Itd (1989, 1990) has argucd for Japanese that
minima} word requirments gre met only by derived words: mopomorphemic words that do
not undergo phonological rules may freely violate minimal word restrictions but derived
words may not. Such an explanation is not viahle for Ancient Greek because of the exisience
of a number of derived monomoraic function wonls.

AG pronouns have inflectional suffixes similar to those of aouns. In s ‘who, what', for
example, the root fin- is clearly discernible and the case endings are essentially those of third

declension nouns.

15 The nom masc sg form is [héis] < /hensl. Notice that compensatory lengthening of fet
eccurs when /nf deletes. This does not occur with all function werds, as will be scen below in
discussing [Us) (< fin-s/).
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(34) tin-*who' (interrogative pronoun)

masculinc/femining

58 pl
aom t-s tin-€s
acc tin-a tin-es
gen tin-08 tin-oon
dat tin-i u-si

AG /n/ deletes before an fs/ (nominative singular, dative plural). Thus CV(C) fisisa derived
foum, in violation of I1d's requirement that derived forms obey minimal word constraints. (A
number of other derived function words are given below, (35) - (37).} For AG, then, the only

wonds that are not subject to minimal word constrains are function words—i.c., words in the

fem: nom heé h-af
gen h-ées h-Gon
dat h-éei h-4is
acc h-eén h-ads

peul: nom h-& h-§
gen b-6u h-Gon
dat h-Goi h-6is
ac h-6 h-&

Similarly, the inflected forms of the definite article are derived from & non-moraic root 2
followed by theme vowel and person-cumber-case:

(36) + ‘the’ (definile article)

Phrasicon. The derivedhundcrived distinction is not an issue in this language. B p
masc: nom (h-0 h-of)t?
gea 1-6u t-600
Non-lexical roots. Recall that lexical reots ag well a5 lexical words obey the bimoraic dat t-Goi 1-6is
acc t-0n1 1-ois
minimum in AG: nosnimal and verbal roots of the shape CV or C are unattested. Since fem: nom (h-ee h-af)
function words do not obey bimoraicity, we might expect !heir roots oot to obey it either, That fl:‘n . :: :'::
is, just as both lexical words and rools obey bimoraicity, non-lexical words and roots might e t-eén 1-afs
fail to obey it. And this s the case, Siripping off inflectionsl material (and an altcmating o/e neut: nom  t6 vh
gen t-6u t-6on
theme vowel that is not part of the root) for a number of function words reveals MOoNoMorac dat 1-60i 1-6is
acc -6 -

and even LOR-TOFAIC [0S, The relative pronoun, for instance, is built on aroot k-1

AG pronouns provide additional cases of non-moraic roots. The oblique singular paradigm

35) h-"who' (relative pronoun
(35) - who' (relative ) consistsofalst.zndor’jrdpcmnmm(m-.s-and!x-.respecﬁvely)phs-du(gen).—o((du).

5g ol
masc; hom h-6s h-of -¢ (acc). 18
gen h-6u k-Gon
da h-Goi h-6is (37) Pronominal Roots
ace h-6n h-ods singular: plural:

17 The nominative forms of the masc and fem sg and plural are suppletive.
23 1 have not attempied to sort out theme vowels here, a3 they ane fairly fused with the person-
number-case suffixes. The pronominal roots are iavazisat in both singular and phural and this
is all that is of concem presendly.

16 For clarity of expostion I have not fully parsed the inflectional ekements here and in the
following paradigms: they consist of a theme vowel (-o-, -e¢-, -a- depending on gender and
pumber) and a fused person-number-case marker. hos is thus properly h + 6 + 5 {root +
theme vowel + masc-nom-sg).
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1 2 3 { 2 3
[egos s§ - heem-6is hum-éis  spb-€is
gen em-u s-6u h-6u heem-6on hum-6on  spi-don
dat em-of s-of h-of heem-fin  hum-fin  spi-fin
acc em£ s€& hé heem-fas hum-fas sph-das

The plural paradigm is similar, coasisting of root (heem-, hum-, or sph-) pius -€is (nom), -
Son (gen), -fin (dat), -das (acc).

The AG bimorsic minimal word requircment, aithough exceptionless for content words
and their roots, has a large number of exceplions among the class of function words (d¢ ‘and’)
and their roots (¢ 'the’). The 2 Lexicon Hypothesis allows us to mode) this sitvation
straightforwardly: minimal prosodic ;cquiremcnts are met only by morphemes in the
Lexicon. Items in the Phrasicon may violatc them freely, both underlyingly (£ 'what') and in
derived forms (s 'who' < ftfn-8/ ). The following sections will show that this holds for AG
affixes as well: as with English, derivational affixes are subject to a minimal affix requircment
that inflectional affixes escape.

The Minimal Affix in Ancient Greek. AG provides a striking example of minimal-affix
differences for derivation and inflection: no AG derivational affix consists of less than a mora
whereas noa-moraic affixes are common in all types of inflection. The minimal affix in AG,
then, is (as in English) as follows:

(38) AG: Min Aff=p

To reiterate the gencral discussion; while a minimal-affix requircment may be posited for
derivational affixes in AG, it does not extend to inflectional affixes. This generalization
provides support for the 2 Lexicon Hypothesis in the following way: the apportionment of
roots, words and affixes between the Lexicon and the Phrasicon provides the exact division

needed to state minimal prosodic requirements: elements of the Lexicon are subject to such

19 These fonns are suppletive.

restrictions, those of the Phrasicon are not. More concretely, affixes that change nouns to
adjectives, verbs Lo nouns, nouns to adverbs, etc,, must consist of at least 2 mora, while plural
markers, tensefaspect markers, person/number markers need not.
(39) Minimal prosodic requirernents in Ancient Greck

Lexicon Phrasicon

Affixz —
Word, Root 21 | -

Smyth (1920) provides a fairly exhsustive list of AG derivational affixes. AG had a great
number of these and the fact that none of them consists of Jess than a syllable is evidence for
the claim that the minimal derivational affix in AG wae a mora. As with English, I begin with
derivational prefixes:

(40) Ancient Greek prefixes
an- ‘not' an-gksios ‘upworthy’
heemi- ‘half’ hecmi-thneés 'half-dead'

dus- il po'  dos-ukheds  ‘unformnate’
a 'very’ a-lenecés ‘very stretched'

Foliowing Smyth, 1 have listed as prefixes ooly bound lexical formatives; ‘prefixes’ thai also
occur as separate words (prds- ‘towards', ex- ‘well', pent- 'five’, etc.) will be treatod (in Chapter
3) as members of compounds rather than as prefixes.

AG had & much larger number of suffixes than prefixcs. T will present these according te
the Jexical feature of the affix: first, noun-forming suffixes, then adjective-forming, verb-
forming and adverb-forming suffixcs. Smyth tentatively divides AG suffixes into primary
(cf, Level 1 in English) and secondary (cf. Level 2 in English) suffixes; since the distinciion is
irrelevant fo the issue at hand, I have collapsed the two classes in the data that follow. Smyth
categorizes noun-forming suffixes semantically into agentives, abstract substantives,
patronymics, etc. [ will follow him here for the sake of exposition, but the paint of the present
section is nol semantic: all that is of interest here is the Lack of derivational affixes consisting
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of less than a mora. Ofien the example Smyth provides does not exactly maich the citation
form of the suffix; ¢.g., the agentive suffix -faa- occors in the nominative singular form kri-
ted-s ‘judge’ as -teé-, 1 will not discuss the many phenological and morphological rules that
apply in thess cases—it will be sufficicni to show that in each case both forms consist of at least
amora. Ina few cases, one or the other of these forms consists of a single consonant-—-these
cases will be discoased in detail to show that they do not constitute actual cousiier-exampks (o
b claim that the minimal derivational afficin AG s moraic.

Noun-forming suffixes. Calegory names arc all those of Smyth; I have supplied only onc
example for each affix, where Smyth lists a large number. Final -5 is an inflectional

(nominative singular) suffix.

(41) Agentives
-en graph-ed-s "writer' -taa kri-teé-8 ‘judge’
Jeer  do-edr 'giver -feiran  80d-teira ‘savior’
-tid hik-£-1id-os *of a suppliant' -tor rheé-toor ‘orator’
-frina  polet-tria ‘poetess’ arid  sulee-trid-os 'of a fhste-gird
-tro iian-tré-s ‘physician’
(42) Names of actions and abstract substantives
-t pis-i-s 'faith' -si polee-si-s 'poetry’
-sisa  dokima-sfaa’examination’ -ti s-tu ‘city'
-mo dicog-md-s ‘pursuil’ -maz  gnod-mee ‘knowledge'
-maa?® 16l-ma'daring’ -¢5 dé-os fear
-iaa man-faa ‘madness’ arkh-6-3 'leader’
-a arkh-eé heginning' -ad tri-4d-os 'of a triad’
-iaaz aleéthe-ia 'truth’ -iaa eu-daimoon-faa 'happiness’

.sunaa dikaio-stince justice' -teet phild-tees-os 'of friendship’

43) Result of action

20 The two suffixes -ma- listed here differ in whether their nominative singular has a long
(gnod-mee) or a short (16]-ma) vowel.

-es gén-os ‘race’ (fgenes-0s)
-t gram-ma 'letier’ (/gram-mat/)

(44) Tnstrument or means of action
-fro aro-tro-n ‘plosgh’
teeri  po-leér-io-n ‘cup?
-ro pte-ro-n 'wing'

(45) The person concerned
-£4 gram-mal-¢d-8 ‘secretary’
-iaa hiére-ia 'priestess’
-tid oiké-tid-os "of a house-maid’
.ginaa  }-aina Tioness'

(46) Gentiles or place names .
-eu Platai-ed-s 'Plataian man'
.ips . Atbeend-ios 'Athenian man'
-rid Sikeli-o6-tid-08 *Sciliote woman's’

(47 Paronymics

-adaa  Thesti-8dee-s 'son of Thestios'
.idaa  Tantal-fdee-s's.0. Tantalos'
-iipn??  Kron-iion-os 'of the s.0. Kronos'
-ad Thesti-ad-0s 'd.o. Thestios'

-id Tantal-id-os ‘of the d.0, Tantalos'
-ioonaa Akris-io6ne 'd.0. Akrisios'
-idesa  adelph-idée ‘d.o, sibling, niece’

(48) Place
-io Dionutis-io-n ‘lemple of Dionysus’
.iiid  androon-fitis ‘apanment for men'
traa  orkheé-s-iraa ‘dancing-place’

-th-ro

-fraa

-id

-oon
-ooniaa

kki-thro-n?!
troph-€ia "pay for rearing'
miék-iraa kneading-trough'

nad-tee-s "sailor’
pharmak-id-0s "of 2 witch'
thée-tta ‘female serf’

Sikeli-o6-tee-s 'Sciliolc man'
Atheena-faa 'Athen. woman'
Platai-$d-0s 'Plataian woman'

Boreaidec-s 's.0. Boreans'
Persce-iddec-s 5.0, Perscus’
adelph-idou-s 'nephew’
Bote-d-os 'd.o. Borcass'
Pessee-idos 'd.o. Perseus’
Adrecst-ifnee 'd.o, Adrastos’

andr-o6n ‘apartment for men’
rthod-oouias ‘rose-bed

21 As Smyth points out (1929:§832) -th- here is probably part of the rool. The suffix is

therefore properly -ro.

22 properly two suffixes, agentive -feer and the normally adiectival -io ‘pertaining to'.

E) Apoelicfonnlhatalsoappcmwilhashonia-ion—,depcndingonthcmq:immnlsofﬂn

meter (Smyth 1920:5845.3).




(49) Diminutives

-io paid-fo-n 'little child sidio  ksiph-fd-io 'small sword'
-ar-io  paid-dr-io-n 'little chikd’ -ud-rie  mel-ddrio-n linle song'
wilio  ep-dllio-n ittle epic’ [sko  anthroop-fsko-s 'manikin’
sden luk-id-ed-s ‘wolfs whelp' <ikho ondl-ikho-s "young bird
-iskan  paid-fekee litle girl -aknaa  pithdknee ‘wine-jar

-ud hamaks-§d-os ‘of a little wagon' -ikhnza Imlfkhnes Ttk cup'
80 of the §1 noun-forming suffixes in (41) - (49) consist of at least one mora. Monsover, the
one sub-syllabic affix that Smyth gives, the patronymic -d- in Boreddos ‘davghter of Boreaas’,
is better analyzed as an underlying /ad/, making the generalization exceptionless. [ iurn now (o
the evidence for such an analysis. i

Consider the full list of Patronyrics containing a [d] that Smyth offers:

(50) Patronymics formed with [d] {Smyth 1920:§$845.1-2)

son-of . daughter-of parent
daa Bored-dee-s d Bores-d-os Boreas-
adoa Thesti-4dee-s ad  Thesti-ad-os Thestio-
idaa ‘Tantal-fdec-3 id Tantal-{d-os Tantalo-
Kekrop-fdee-8 Kekrop-fi-0s Kekrop-
Qine-fdee-8 Oinec-id-05 Qinct-
Leeto-idee-s Leetoo-id-o08 Leetoo-
indaa Persee-ibdec-8 iad  Persce-fd-os Perseu-
Phereel-iddee-s Pherect-idd-os Phereet-
Telamoon-iddee-8 Telamoon-
ideo  adelph-idou-s ideaa adelph-idée adelpho-
iion?* Kron-iion-os Kron-
ioonga Aktis-iodnee Akris-ios
iinaa Adreest-ifnce Adrast-o3

Smyth himself noies that "stems in o drop o; stems in eu (eex) drop u; stems in oi (ooi) drop i
* in forms like Thesti(o)adees, Oine(u)idees. Thus there is evidence for a rule that deletes a

stem-final vowel before a vowel-initial suffix as in (51 )

2 A poetic form that also appears with a shoft i as -ion-, depending on the requirements of the
meter (Smyth 1920:§845.5).
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(51 Vowel-Deletion
Vo>@i_+V

Vowel-Deletion applies to stems like Thestio-, Oincu- and sdelpho- as in (52). [ have
separated morphological and phonological processes that take place in the Jexicon from thosc
that take place later.

(52) Sample derivations (all nominative singular)

Derivation  Der. Affixation [Thestio + adee}  [Ofnen + idec] [adelpha + idou}
Vowel Deletion [Thesti +adee] [Oine +idee] [adelph + idou)

Inflection  Inf. Affixation [Thestiadee +5]  [Oincidee + 8} [adelphidou + 5]
Accentuation [Thestisdecs] {Oincidecs] [adelphidous]
Vowel-deletion also deletes the stem-final (long) vowel of Boreaa- before the suffix -adaa, a3

shown in (37):
(53) Derivaiion

Derivation  Der. Affixation |Boreaa + adee]
Vowel Deletion [Bore +adee]

Inflection  Infl Affixation {Boreadee + s}
Accentuation [Boresdecs]
The a that appears in Boreddees, then, may be interpreted as part of the suffix rather than as
part of the stem, bringing it in line with the 80 noun-forming suffixes that consist of at least
one mora. Note that both the suffix -adaa- and the Vowel Deletion ule are independently
needed as the derivation of Thestifo)-adee-s makes clear.

This brief discussion does not explain all of the data is (50), of course. Leeto-fdee-s 'son
of Leetoo' and Leetoo-fd-os 'of the davghier of Leetoo' should undergo Vowel-Deletion but do
not—and the former inexplicably shorens its vowel (0o > 0). Oine-fdee-s "son of Oineds' and
Oinee-id-os 'of the daughter of Oineds' also do not undergo Vowel-Deletion and the laiter
inexplicably lengthens its vowel (¢ -> ec). Also, Akris-iodnee, from Akrisio-, secma 1o require
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deletion of both the final vowels in the stem. A treatment of these cases follows.

Leetofdees, Leetootdos, Oineldees and Oineeldos maay be explained on indepeadent
grounds: as Smyth points out (1929:4848), "most genuine patronymics are poetical’ and thus
subject to well-formedness constraints imposed by meier. AG epic meter allows oaly dactyls
( - u v )} and spondecs ( - - }. Since 0o combination of these feet produces a single light
syllable ( v ) between two heavies ( - - ), words with such stranded short syllables (-~ - )
cannot be used. Now consider the forms one would predict if the Vowel-Deletion rule posited
above were to apply everywhere:

(54) Derivations

Derivation  Affixation [Leetoo +idee]  [Leetoo +id]
Vowel-Deletion [Leet +idee] fleet +id]
Inflection  Affixation [Leetidee +s]  [Leetid + o8]
Acceniuation (Lecasdess] {Leetidas]
*Leetidees (hypothetical) has a structure that is metrically ill-formed in a dactylic hexameter (-
- ).whﬂwuaﬁas(ﬁmed)fumadaayl ( = v+ ). If [Leetoo + idee + 8] were not 10
undergo any rules, bowever, another metrically ill-fonmed siructure would be produced:
*Leetooidees (- =~ = ). mmlywlywmkz{loetoo+idce+s]mhﬂympnb!cism
shoncn.rﬂhcrthmdcbteiheswm-ﬁmlvowel: fLeeto +idee + 5] (- v v =), A similar case
can be made for Oineidees.

(55) Derivations
Derivation Affixation (Oineu + iee]  [Oinen + id]
Vowel-Deletion [Oine +idec] {Oime + id}
Inflection  Affixation [Oineidec +s]  [Cineid + o8]
Accentuation [Oinefdecs] [Oinetdos]

Oine.f dees is metrically well-formed (- » » -} since it contains a dactyl and a heavy syllable

that can be used as the beginning of the next foot, whercas *Oine.Ldos (- » v v }is ill-formed
because of the three adjacent lights. Hence * Oineldos is ruled out op metrical grounds; the
form is made smetrically acceptable by lengthening the remaining stem-final vowel ¢ to ez,
yickiing a metsically acceplable Oi.neefdos (- - v ). Similarleogiheaing can be chaerved
in Per.see.id.dees (- - » v -)and Per.seel.dos (- - « v ), from (short-¢) Persex-, avoiding
sPerseididees (= »» v = yand *Perseldos {- v ~ + ) with (heir scquences of three lights.

(The suffix in Akrisiognee (from Alrisio-), which Smyth treats s jonad, is beiter analyzed
as conaa, the i belonging to the stem. Vowel Delction deletes the final o of the siem, leavieg
[Akrisi + oonaa], which surfaces cocrectly as Akrisiodnee.)

To conclude, all of the patronymioc suffixes are at least monomoraic, making the

genenliwiomhnmun-fmmingsufﬁminAGcomisoanamcmpﬁonm

Adjective-forming suffixes. Smyth lists twenly-seven adjective-forming suffizes, all of
{hem minimally monomoraic; these are given below for completeness but require no
discussion.

(56) Adjective-forming suffixes (Smyth 1920:4858)
-0, -aa?5 leuk-6-s ‘bright' Sio,-isa dg-io-s ‘sacred’

-4 pseud-¢s 'false’ -0 dei-16-3 'cowardly'

-aleo  thars-aléo-s ‘bold’ -mo  ther-m6-s 'warm'

4-mo  dok-imo-s 'spproved' .mon  maeé-mon ‘mindful

-1o dei-n6-s 'fearful’ 10 ckiuh-ré-5 hostile'

-u heed-G-3 ‘sweet’ -oodes  prep-obues ‘proper’

-0, -iaa  tim-io-s 'worthy-masc’ <cni?®  khari-cot-os ‘graceful-gen'
-£0 khnsis-eo-s 'golden’ ko manti-ko-s "prophetic’

P anomfﬁxesmgiven,theﬁrstismmﬂine.lhemmdfcmininc.

26 The adjective pdas 'all' scems to have 2 suffix -ns- (cf. pa-ni-68 ‘all-gen’). The -nt-in this
case is probably best treatedas part of the root (pa is not itself a root). Other adjectives all
seem to have -ent-: prer-6-ent-08 'winged-gen', phoonee-éni-03 'woiced-gen', dakru-o-énd-03
‘tearful’ (Smyth 1920:§299).
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-ako Korinth-aké-s -iko basil-ikds 'royal'-s
o apal-ee-16-s ‘deceitful -mo hébd-0-1no-s
-si-mo  khred-si-mo-s ‘useful’ -no skotei-né-s
-ino lith-ino-s "of stone’ -10 phobe-r6-s

Jperio  hormee-teér-io-n 'starting-place’
Insofar as this is a complete list of adjective-forming soffixes in AG, it lends support to the
clait that the minimal derivational affixes in AG is monomoraic. To complete the picture,
verb- and advesb-forming suffixes must be included.

Verb-forming suffixes. AG verb-stems are formed in one of three ways: (1) directly from
vetbal roots, (2) directly from nominal stems, and (3) by affixing verb-forming suffixes to
nominal stems.

Verb-stems forroed directly from verbal rool involve no (desivational) affixation and thus

do not bear oa the minimal size of affixes in AG. Examples are given below--note thatall

aﬁ‘mhcmmhfhﬂimﬂandlbsnﬂmhjeﬁtoﬂnminﬁnﬂafﬁxmmhemmexhypmml

(57) Verb-giems coosisting only of verbal roois

blep-s-00 T will see’- see-Fut- lsg'
phu-c ‘stop!" stop-2sgimperative
é-lu-5-28 *you loosened’ Past-loosen-Aorist-25g

Verb-stems formed directly from nomiral stems also involve no derivational suffixes.

Examples arc given below:

(58) Denominal verbs
Yob Nomioal stem Noun

oiké-oo 'dwell’ oiko/oike- Siko-s ‘house’
dould-oo '] enslave' doulo- doéulo-s slave'
basilet-oo T am king' basileu- basiled-s 'king’
daknyi-o0 Tweep' dakmu- dikry "iear’
tiim4-00 "1 honor’ (iimaa- tiime¢ 'honor’'

AG does have some denominal verb-forming suffixes and they arc all at least

monomoraic. Most if not all secr Lo have been formed by analogy with pre-existing forms
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tike those dirccily above. From stems ending in -e {cg, oike- 'bouse’) comes & verb-forming
suffix -¢-; from stems ending ia -o0- (g, doulo- 'slave’) comes a verb-forming suffix -0-; and
so on. These verb-forming suffixcs are best seen on consonant-final roots and vowel-final

roois that have a different final vowel in their sominal sier than they have in their verbal stem:

{59) Verbal suffixes and consonani-final roots

Suffix Exampic Roat

- martur-€-00 'l bear witoess'  martos-
-0- mastfig-6-00 T whip' mastig-
~eu- paid-ei-oon T educaic’ paid-

(60) Verbal suffixes and vowel-final roots

Suffix Exampke Root

o zdeemi-6-00 ‘1 punish' zdecmiag-
-£u- boul-£u-oo T counsel’ boulee-

Similarly, verb-stcms ending in -azd- (¢g, harpdzd-oo ‘T seize') and -izd- (elpizd-oo 'l
hope')?” gave sise to the suffixes -azd- and -izd-2%, Denominal verbs formed with -azd- aad -
izd- are given below:

(61) Denominal -izd- and -azd-

agor-fizd-00 T buy' < agorad 'market’
anank-fizd-oo T compel «< anfnkee ‘necessity’
atim-fzd-00 ' dishonor < Atimo-s 'dishonor’
hybe-1zd-00 'l am angry < hybris ‘anger’
nom-{zd-00 1 consider’ < nomo-3 ‘custom, law'

27 Such stems were themselves derived originally from stems ending in -d or -g: clpizdoo <
elpid-ioo, arpizdoo < arpag + ico (Smyth 1920:§866.6).

28 Buck (1933:§360.2) poinis out that *-dzdoo is more coHmmon from aa-siems and neuler a-
stems, fzdoo from other siems’. This suggests that the suffix might properly be -zd- and that
the @ or i is a property of the stem. Several observations argue against this: first, stems cnding
in -za show up as -azdoo not *-aazdoo. Second, consonant-final stems take -izdoo oot -zdoo.
Third, stems ending in final vowels other than a gencrally take -izdoo (pomo- gives nomizdoo

not *nomdzdoo); as Smyth poinis out, 'verbs in -ezdoo, -0zdoo, and -wzdoo are rare’

(1920:866.6b).
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teikh-fzd-00 T fortily’ < 1&ikho-s "wall’
helkeen-fzd-00 T speak Greek! < hélleen 'Greek'

Nute that the final vowel (long or short) of the stemn is deleted when -azd- and -izd- are added;
this is the same Vowel Deletion tule thal applies in palroaymics (q.v.)-

Note on 'Root Determinatives'. "Root determinalives' constitute a coherent class of prima
facie counterexamples to the claim that AG derivational affixes must consist of at Jeast a
syllable. Srayth {1920:4832) defines rool-determinative as follows: 'A consonant standing
between root and suffix (or ending), and not modifying the meaning of the rool, iscalled a

root-determinative. Examples inciude:

(62) Rool-Determinatives in AG

40 ba+kron  “pedestal <ba-'go'
&sth-00 Teal' <ed-‘eal’
plettboo  Tam full < plee- "full!

pieé-hos  crowd’
plec-thuodree  ‘saliety’
sfthomo-s  ‘day'sjourncy’  <sta-‘slay, stand'
stg-th-mee  ‘amule
b smeéiPoo  Twipe' < sma- 'wipe'

T root-determinatives are derivational suffixes, the generalization that derivational suffixes are
minimally mosomoraic cannot hold.

A number of considerations, however, suggest that root-determinatives are best trealed 28
part of the root (as the name suggests). First, root-determinatives always occur immediately
pext to the root—-no other affixes occur between root and root-determinative. Second, the
appearance of root-delerminatives is idiosyncraic (0 rools rather than to grammatical category.
Third, root-determinatives add no sneaning 10 a rool. Fourth, they never change the lexical
category (N, A, V, Adv) of a root. Fifth, they are not ceconstructable as affixes for other Indo-

Furopean languages (Smyth 1920:5832).2% All of these properties are predicted if root-
delerminalives are parts of the rools.

A related case involves the apparent insertion of -s- and --. Examples ace given below:

63) -s-  skbi-s-mo-s ‘cleaving’ < skbid- cleave!
spi-s-ma ‘spasm’ < spa-'rend’
kéleu-s-ma ‘command’ < keled- "‘cominand’
mia-s-ma "stain’ < miafn- stain’
spa-s-més  'spasm’ < spa-"rend’
keleu-s-més  commuand’ < keleu- ‘command
do-s-mec 'setting’ < du- "set’ '
keleu-seds  'signal-man’ < kelen- ‘command’
orkbee-s-te€s  ‘dancer’ « orkhee- ‘dance’
dund-s-tees  lord’ < dun- "power’
dra-s-1eérios  “ifficacions’ < dra-"do’'
orkled straa 'dancing-place’ < oridice- ‘dance’
plee-s-monee ‘fulness’ <plee-full’

4 ephet-met ‘command < epi-hice- 'send’
14i-t-ma ‘depth of the sea’ < () laim- “throat'
an-t-meé ‘breath’ < aee- blow'

Whereas toot-geterminatives are best reated a8 part of the 700k, -5- and -#- are best treated as
part of the suffix. Similar considerations apply 10 -s- and -#- as apply 10 root determinatives:
they m-oouuwithmnainnﬂﬁmuﬂmthmwihlexicalmgmiumsgmingthnthw are
parts of those suffixes rather than suffixes themsclves that select for N, Aor V. They add no
meaning to cither the root or the suffix. They do not change the lexical caegory (N, A, V) of
the root or affect the lexical category of the suffixed word. They arc not reconstructable as
affixes for other Indo-European languages.

29 CF, also the putative suffix -gg- in phdlanks *phalanx'(< phalogg-5), sdipinks "umpet' (<
salpigg-s), ldrunk-s ‘larynx’ (< larygg-5) {Smyth 1920:§864.11}. Smyth claims -gg- denotcs
*something hollow’, but this seems 10 be a case of sound-symbolism at most (phalank-s is
from phallang-io-n spider’). in any case, stripping off -gg- a8 a suffix Jeaves no atlested roots
in these cases: *phala-, *salpi-, *lary-.
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*This parasitic letter -s-} spread from the perfect mickile, where it is properly in
place only in stems in 4, d, " or s... This s appears before many suffixes, and
usnally where the perfect middie has acquired it.... In a few words tis inserted
before the suffixes mo, ma, mee, meen..In eret-mé-n ‘oar' the ¢ may be pan of
the verb stem...and have spread thence 1o the other words' (Smyth 1920:§836-
n.

There is thus 10 reason to assume that the 5s and fs that occur above are separate morphemes;
thus they constitute no counterexamples to the claim that all affixes in the Lexicon are
minimally bimoraic. A

A similar case can be made for a few suffixes with d-: in outi-d-and-s ‘a nobody', rhiig-e-
d-ané-s ‘chilling, aflo-d-apd-5 foreign’, etc. -d- is best analyzod as part of the following suffix
(Smyth 1920:§863b.1). -d- occurs only in conjunction with other suffixes (-dano-, -dapo-, -
daa-, -dio-, M—. and -doonaa-), it adds no meaning to words in which it occurs and does
not change the lexical category of rools or siems it is attached to; and is not reconstructable for
other IE languages.3!

This completes the discussion of derivational affixes in Ancient Greek. The 130 or s0
derivational affixes include nooe that consist of kess than a mora. This provides strong support
for the minimal affix requirement in AG.

Ancient Greek Inflectional Affixes < p. In sharp contrast to detivational affixes, a good

number of inflectional affixes in AG consist of a single consonant. As in English single-

30 For the putative occurance of -d- in patronymics (Smyth 1920:§845.1) see discussion
above under that heading.

31 Buck (1933) mentions -+ suffixes (§475), -d- suffixes (§491-2), -k- suffixes (§501) for
AG. Incach case these occur cither as pan of a larger (syllable sized) suffix (-t-, -d-) or are
analyzed as part of the root (-k-). Suffixes with -at- (§477) are derived from the inflectional -
nt- of the active participlc—~cf. English adjectival passives, discussed above.

. J — L ) 3 L1 I | U B ) oo

consonani affixes in AG include the dentals 5, 4, and n. The inflectional affixes in AG may be
divided into adverbial, nominal, adjectival, verbal and comparative/superlative affixes.
Adverb-forming suffixes. AG has a number of suffixes that mark denominal adverbs.

Smyth lists the following:
{64) Adverb-forming suffixes (Smyth 1920:§341 ff)
Place
-i ofko-i ‘at home' dhen  ofko-then 'from home'
-de ofka-de '"homeward' -thi #llo-thi 'elsewhere’
-se gito-se ‘elsewhither’ -si Atheénce-si 'at Athens'
-zde  Atheéna-zde 'to Athens' -6u hom-6u 'at the same place'
Manner

-00s  kak-Gos 'badly’ -a tékh-a ‘quickly’
-akis  poll-4kis 'very often’ deen  sulleéb-deen 'in short'
-don  skhe-d6n "almost’ i pandecm-cf 'in full levy"
-te ho-te 'when' i ethelon-i 'willingly’

-sti belleeni-sti 'in Greek fashion’
In what sense are these adverb-forming suffixes inflectional? Although they do not form parts
nflargcrpandigms.mcydnclose-omhcmmmdeﬂvaﬁomlmpho]ogy: pone of the words
above undergoes derivational affixation . More impostanily,

adverbs, like prepositions and conjunctions, were originally case forms, made

from the stems of nouns and pronouns... Ii is sometimes uncertain whether we
should speak of adverbs oz of nouns with local endings (Smyth 1920:§341)

The locat endings are all inflectional. The adverbs in (64) are thus frozen forms of inflected
words,

Nominal inflection. Case-endings for vowel-final noun stems are given in {65), those for
consonant-final noun stems in (66). Representative examples for masculine, feminine and
neuler nouns are given for each.

(65) Case-endings of vowel-final novn slems

Masc ang Femn Neuter Masc Fem Neut
lroadl lmim! lgml
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Nom

EE8

Voc

Nom, Acc, Voo
Gen, Dat

Nom
Gen
Dat
Acc
Voc

5, @
-§, -i0

-8, -i0
-i
-n
-n

{66) Case-cndings of consonant-final noun stems
Masc and Fem Neuter

hod6s
hoddu
hoddoi
hodGa
hode32

hodoé
hoddin

hodof
hoddon
hoddis
hodosis33
hodof

mada
mnéas
mndai
mnoéan
mnéa

maaa
mndin

mnéi’
mndon
mniis
moias
mnéi

déoron
déorou
dobrooi
déoron
déoron

doebroo
dotroin

déora
dotroon
dobrois
déora
déora

Masc  EFem  New

1 | | 1 ~ r ] r

‘guard’ ‘beast’  ‘body’
Nom sg -5, 8 # phudlaks  theér séoma
Gen -08 -08 phutlakes theerds  sodmatos
Dat 4 - phudlaki  theerl  sodmati
Acc -n, -2 ] phutilak,:  théera sGoma
Voc M 8 phuslaks theer  sGoma
N,A Vdual - - phudlake  théere  sodmale
Gen, Dat -pin -oin phuulskoin theerdin  soomdtoin
Nom pl €8 -a phudlakes théeres  sodmata
Gen -0on -00n phuulikoon theerdon soomitoon
Dat -5i, -ssi, -essi  -8i, -ssi, -essi  phudlaksi theersf  soOmasi
Acc -0s, -a8 -a phutlekas théeras  soGmala
Voc -£8 a phudlakes théeres  sodmata

Non-moraic affixes are used to mark nominative (-3, -n), genitive (-5), accusative (-n) and

vocative (-n) singulars as well as accusative plurals (-ns). There is nothing to suggest that any

32 "The stem vowel 0 varics with e, which appears in the vocative sing' (Smyth 1920:§229b).
3 for faodo-ns/. n deletes before 8 with compensatory lengthening of the preceding vowel.
34 gr like the nominative form.
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of these is underlyingly moraic (e.g., bas a vowel underlyingly).

Adjectival inflection. Case-endings for adjectives are essentially those of nouns. Most
vowel-final adjeciives take case endings like those in (66): agashés 'good-masc' is declined
\ike Aodds ‘road’; agatheé 'good-fem’ like mada 'mina', agathén ‘good-neut’ like ddoron ‘gift’.
Thus a namber of adjectival inflectional affixes consist of lcss than a mora but these are
identical 1o those given above.

Verbal inflection. AG verbal inflection is extensive and I will not review it all bere. For the
present, [ menely want to establish that it makes use of a number of non-moraic afffixes. As
with nominal and adjectival affixes, AG non-moraic affixes are always dentals (s, 1, th).

AG verbal inflection consists of tensc-aspeci prefixes and a large number of suffixes. The
prefixes are both moraic and 1 will not discuss them here. Suffixes that consist of a single
consonant include two tense markers (future -3- and aorist -5-), an aspect markey (perfect -k-)
and a voice marker (passive -#). Each of these is non-moraic, as the following discussion
will show.

The foture is formed by inserting -5- afler the roof, as 2 comparison of the present active
indicative and future active indicative shows (67):

{67) Future -s-
Present Future

Singular 1 lud-00 Tloosen'  hud-s-0o T shall loosen'
2 lud-gis hud-s-cis
3 Tud-ci Tug-sci

Dual 2 Tud-¢ton lud-s-eton
3 lwd-clon lug-s-eton

Plural 1 lud-omen Jud-s-omen
2 Tud-cle Tng-s-ete
3 lud-ousi Jut-s-ousi




Comparison of the aorist active indicative and perfect active indicative reveals the NON-MoTaic

affixes -5- and -k-:

(68) Aorist -s- and Perfect -k-

Aorist Perfect
Singular 1 &Jun-s-a'l loosened' }é-lu-k-a'T have Joosened'
2 ¢-luu-s-as 1¢-lu-k-as
3 &Juu-s-¢ 1é-lu-ke
Dual 2 g-lud-s-aton le-Yi-k-aton
3 e-lug-s-Aleen le-hi-k-aton
Plural 1 e-lud-s-amen le-hi-k-amen
2 e-luii-s-ate le-ld-k-ale
3 &-lun-s-an le-10-k-aasi

The marker -t is added to the root to form passives. This is evident in comparing, €.g.,

the present aclive subjunctive with the aorist passive subjunctive:

(69) Passive -
Active Passive

Singolar 1 lud-00 luu -t*-60

2 lnd-ees Tuu -M-ées

3 lui-ce lou -r%-ée
Dual 2 Iwi-ecton luy -#-Seton

3 lun-ceton Tu -1-éeton
Plural 1 lui-0omen 1un -Pr-domen

2 {ug-eete Tuu -h-éete

3 JuG-o0si luu -t*-dosi

The other source of non-moraic verbal inflection is the large number of fused person-

number suffixes. Consider the following paradigms for active and meddle/passive voices.
(70) Subject agrecment: Active

Present, Perfect, Future Imperfect, Pluperiect, Imperative

Future Perfect, Subjunctive Aorisi, Opiative
Singular 1 #, -mi -n
2 -5, tha -3 @, -thi, -8
3 -si [ -tuo
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Dual 2 -ton -lon -ton
3 -ton -ton 1000
Plural 1 -men -hen
2 e e e
3 -nsi -n, -san -nloon

Non-moraic suffixes include -n in the 1st singular and 31d plural, and -5 across the board
in the 2nd singular. Middle and passive subject agreement is given in (71},

{71) Subject agreement: Middlc/Passive

Present, Perfect, Future Imperfect, Pluperfect,  Imperative

Future Perfect, Subjunctive Aorist, Oplative
Sing. i -mai ~meen

2 -sai -50 -50

3 ~ai o -stboo
Dual 2 -stbon -sthon -stbon

3 -sthon -stheen ~-sifoon
Plural 1 -metha -metha

2 -sthe -sthe -sthe

3 —nlai -nlo -sthoon

There are no non-moraic affixes here, though remnants of non-moraic person marking can be
seen in the repetition of m (1t person), £ (20d person) and ¢ (3nd persan).

AG infectional affixes are not subject to the minimal affix requirement of the language.
Whereas non-moraic derivational affixes in these languages are non-existent, inflectional
affixes that consist of a single dental consonant are commonplace. The fact that inflectional -
affixes, function words and the roots of function words in AG are not subject to the minimal
prosodic constraints placed on derivational affixes, content words and the rools of content
words is easily modeled with the 2 Lexicon Hypothesis: minimal prosodic requircmeats ae
met by elements of the Lexicon but need not be met by those of the Phrasicen.

2.3 Latin

Latin provides another case in which content words and derivational affixes are subject to
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minimal prosodic requirements to which function words and inflectional affixes are not
subject. As with English and AG, Latin content words must consist of at least 1 heavy
syllable, though function words do not conform to this requirement; derivational affixes

consist minimally of a light syllable while inflectional affixes do not conform Lo this

requirement.

The Minimal Word in Latin. Like English and AG, Latin allows no content words that
consist of a single light syllable. Again, this holds not only of lexical words bul of lexical
roots; since words are formed from roois, the minimal word requirement m Latin clearly
follows from the miminal root requirement.

As with Englisk and AG, a bimoraic foot can be shown independently to be the foot used
in stress (Alien 1973; see also Hayes 1981). Thus, the minimum word = the minimum fool
in Latin. It appears that word-final obstruenis were extrametrical for the purpose of satisfying
thius bimoraic minimumy; consequently, content words consist minimally of either CVV or of
CVR where R i8 a sonorant.

Latin had no monomoraic content words. Examples of bimoraic nominals ar¢ given

below:

(72) Lalin minimal nouns (nominative singular}

Ccvvy

vil ‘force (ably | e ‘thing (abl)’ dii ‘gods'
CVC(C)

nik(s) . ‘snow’ traby(s) ‘beam’ ar(s) ‘art’

CVR

vir ‘man’ cor ‘heart” rem ‘thing(acc sg)’

Obstruent-final CVC nouns are extremely rare and will be discussed below. In general,
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“nouns and adjectives of one syllable are long” (Allen & Greenough 19035604):

(73) MonosyHabic content words are heavy

008 ‘mouth’ boos ‘cow’ vass ‘vessel’

viis ‘strength’ sool ‘sun’ veer ‘spring’
The lack of CVC nouns and adjectives in Latin can be attributed to final consonant
extrametricality. In AG, however, any final consonant is extrametrical whereas in Latin, only
final chstruents are extrametrical. There s linile additional evidence for the extrametricality of
final cbsiruents in Latin: final syllables, regardless of weight, arc extrametrical for Latin siress
rules (Hayes 1981) and thus the issue of final consonant extrametricality docs not arise bere.
Still, final obstruent extrametricalily allows us to explain the absence of Lasin obstruent-finl
CVC nouns and adjectives rather than stipulate it

Latin adjectives arc also minimaily bimoraic. Indecd, most adjectives exceed this
minimem due to stem-final theme vowels, derivational affixes or moraic inflection. The
adjectives in (74) arc among the only monosyliabic adjectives in the language.
(74) Latin minimal adjectives (neuler singular unless otherwise noted)

CVV(C) adjectival rools
plun(s)  ‘more’ dii(s) ‘rich’ paar ‘equal’

Note that paar is only near-minimal since the final conscnant is moraic. Minimal CVC and
CVV adjectival reots occur quite frequently in Latin, ss will be seen below.
Minimal word sized verbs are given in (75):

(75) Latin minimal verbs

cvy

stoo ‘] stand’ staa ‘stand!’ noc I swim’
CVR

for ‘1 say”

(for may well be better classified as & function word; truly minimal verbs are difficult to find in
Latin since most inflected forms have additional moras.) Again, the lack of CV and CVC
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{content) provides evidence for a bimoraic minimal word requirement if final consonants arc

taken to be extrametrical.

There is one sel of obstruent-final CVC nouns that appear problematic for the bimaraic

minimal word proposal. If final obstruents are indeed extrametrical, as I have argued, such

words seem to violate the minimal word requirement of Latin.
Obstruent-final CVC nowns in Latin. Allen & Greenough (1903§604) list a small nurnber

of words as exceptions 10 their obsarvation that monosyliabic nouns and adjectives are heavy.
These are given in (76) and (77)-1 have added as "unit’ as well..

(76) Apparent CVC nouns in Latin

a cor ‘heart’ b. as
fel ‘gall bladder’ lac
mel ‘honey” L
vir ‘man’ vas
ter  ‘thrice’

rem ‘thing (acc)’
vim ‘strength (acc)

{77 tot ‘asmany’
quol ‘as’

funit’
lmilkl
imv
lb ail!

The words in (77) are closed-class correlative adverbs and will be treated here as function

words. The four words in (76a) all end in sonorants. These words are bimoraic and do nol

violate the minimal word requirement. The words in column (76b) all end in obstrucnts.

Comparison of their genitive forms reveals, however, that each of these words ends ina

consonant cluster underlyingly:

(78) CVC ~ CVOC stem aliemalions
as ‘unit® lac
ass-is ‘unil’ (gen) lact-is

“moilk’ 03 ‘bone’
‘milk’ (gen) ossis  ‘bome’ (gen)

The underlying nominative forms are (hus fact/, foss/ and fvad-sf; the rules of final cluster

simplification that creatc the surface CVC forms are well attested elsewhere in Latin. 1f we
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assome that these rules apply laie enough in the derivation, i.e., after minimal word
reuirements need to be met, none of these words poses 3 setious problem for a bimoraic
‘minimal word in Latin. Like the AG neuter participles sidn, thén, etc. discussed earlier, these
words would be bimoraic for enough of the derivation to satisfy minimal word requirements.
{(Note that the aominative forms for cor, fei and mel also end in clusters underlyingly: cf.

genitives cord-is, fell-is, mell-is.) Dexivations for lac, os and as sce given bolow:

(79) Final cluster simplification and minimal word requiremenis

UR as lact 058
Min Word Requirement 4 | 4
Degemination as 08
Cluster Simplificaiion lac

This analysis hinges crucially on the lare application of Degemination and Cluster
Simplification, since they are claimed bere to apply after the Minimal Word requircment must
be satisied. If the Minimal Word requirement is a consiraint on the output of the Lexicon, the
final consonants in these words should survive at least until the first stage of lexical inscrtion
(Lexins). Ta fact, there is some evidence that such final consonant clusters survive even later.

Evidence that word-final geminales were simplified late in the derivation of a sentence
comes from the behavior of word-final geminalcs in Roman comedy. Buck notes that in
Plautus, “es [you arej regularly, and sometimes fer fthrice] and the last syllable of miiles
[soMdier], have the value of long syllables, which means the survival of ess, miiless, terr,
belore vowels” {19335212.6a). That is, a least some word-final geminates survive (in regular
speech) up to the sentence level. even tkough they are simplified in speliing. Thus oss ‘bone’
and ass ‘unit’, at least, may have been bimoraic quite lte in the phonology of Latin.

Similar evidence exisis for a bimoraic form of lac. Latin *milk’ scems to have had three
nominative forms: lac, dect, and lacte. lac is *standand® Latin; but lact and lacte ocour as well.
Plautus, for instance, has nominative lacie 23 early as the beginning of the second century

BCE. As Emout and Meillet point oul,
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La variation entre Lic et lacte a d dépendre A P'origine de initiale du mot
suivanL... kc devant consanne, lacte devant voyelie; lact semble 2ire une
construction de grammairien [and thus is to be discounted for our purposes--
C.G.]. Al'cpoque classique, la premidre forme parait plus littéraire; c'estla
seconde qui est représentée dans les Jangues romanes. (1959:335)

The literary form fac fails to meet the bimoraic minimum but this is of liule concem; the actual
form in the spoken language seems to have been lacte and thus to have met the bimoraic
minimum. 7

This leaves anomalous vas. Al preseni, vas must be ireated as exceptional, since [ am
aware of 0o evidence that such underiying clusters were retained. Indeed, similar forms such
as Jped-sf “foot’ lengthen their vowel after T/ deletion to yicld forms like pees (sce below for
a fuller discussion). What could account for the exceptionality of vas ‘bail'? Ibelieve the
answer lies in the existence of another word vaas ‘vessel’. Lengthening of vas ‘bail’ to vaas
would render the words for ‘bail’ and ‘vessel” homophonous. Avoidance of this homophony
seems to be what licenses monomoraic vas in the Lexicon. (A similar problem with os ‘bone’
and oos ‘mouth’ would be avaided by the retention of the underlying geminate in ‘bone’: oss
*hone’ contrasts fully with oos ‘mouth’.)

None of the words in (76) or (77), then, seriously violate the bimoraic minimal word

requirement in Latin. This is equally ture of lexical roors.

Lexical Roots. The bimoraic minimum in Latin extends to roots as well as to derived
words. As with AG, final consonants in rools are not extrametrical (only word-final
consonants are extrametrical), so a bimoraic minimum translates into CVC or CVYV for
monosyllables. CVC nominal and verbal rools are especially common. Adjectival roots are
comparatively rare since most adjectives are formed from nominal roots--1 have thercfore

included near-minimal CVVC roots in (81).
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(M%) Latin nominal rools

CvC

vad- ‘bail’ fac- ‘lorch’ urb- ‘city”

cvv

ree- ‘thing’ suu- ‘sow’ vii- *force”
(81) Latin adjcctival rools

cvCe

bon- ‘good’ mal- *bad’ nig- “‘black’

Ccvv

paar- ‘equal’ pluus- ‘more pee- ‘bad’
(82) Latin verbal rools

cve

voc- *call’ cap- ‘take’ lav- ‘wash’

CvvV

Maa- ‘blow’ naa- ‘swim' cree- ‘believe’

(Again, | have not included roots of desived adverbs since these are derived from nominal o
verbal roots.)

1 am aware of only two lexical roots that are monomoraic: lu- ‘loosen” and flu- ‘flow’.
The first, according to Emout and Meillet, “bien qu’ancien et classique, est d'un cmploi rare et
a é1¢ remplzcé par son composé solv-oo, qui indique le procs parvenu is sop {erme™
(1959:370). Note that sofv- is straightforwardly bimoraic. Similary, “cool-00 a¢st substitutué
3 flu-oo dans les langues romanes, ou il est partout attesté™ (p. 134). In both cases, the

common form of the word is bimoraic; only the more literary form is monomoaic.
Bimoraic Lengthening. Like AG, Latin has a lengthening rule that preserves bimoraicity in

derived words. Recalling the discussion above of AG péus ‘foot’, consider the Latin singularr
paradigms below:
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(83) pod- 'Tool’ mas- ‘mule’
nom pee-s maas
acc  pedem mar-em
gen  ped-s mar-is
dat  ped-ii mar-ii
abl pedc mar-¢

‘Fhe oblique cases of both words reveal roots with short vowels: pod- and mas-. Consider
ped- first; Latin dentals dekele before 5, 50 that the undeslying nominative singulas form ped-s
yields an intermediate form pe-{s); this form is monomoraic, however, and is therefore
lengthened to pees. Similarly with mas-: the nominative singular is unmarked here, causing
root-final [s] to be extrametrical. Consequently, the word is monomoraic‘and is therefore
lengthened to maas. (The oblique cases with root-final r come from a rule that rhotacizes

intervocalic 5.) Derivalions are given below.

(84) Derivation of nominative singular pees 'foot', maas ‘male’

Underlying Form ped-s mas

‘T/D Deletion # —
pc s -

Lengthening pee-s maas

Similar cases can be seen in other monosyllabic forms: {gar *household god’, paar ‘equal’,
saal ‘sall” all derive from rools with short vowels (genitive laris, paris, salis). In general, of
course, word-final sonorants are not extrametrical; consequently, the extrametricality of these
sonorants must be taken as an idiosyncratic propenty of these roots: la{r), pa(r), sa(l}). Once
this step is taken, the the otherwise anomalous lengthening of the vowel follows
straightforwardly,

Letter names in Latin are less well-established than for AG. What seems heyond dispute
is that the letter names for a, ¢, i, 0, and u (which represent cither short or long vowels in the
orthography) were all bimoraic: |aa), [ee), Liil, loo], luu]. Vowel-final keter names for letters

like b and d seem also to have been bimoric, [bee] ldee] (but see  19xx). There is cvidence
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(hat some letters had no names but were represented merely by a sound: eg, Fwas [fiff..}.
These were clearly not names as such, but mimclic utlerances; as such, they do not bear on the

minimal wond requircment.

Latin Function Words s up. Latin basa large number of monomoraic function
words; as with AG, they occur in almost every non-lexical grammatical category. The words
below are monomoraic in one of iwo ways. CV words such as gua ‘what" have a single
moraic vowel; cbstruent-final CVC words like it *gocs’ violate bimoraicity because of their

extramneirical final consonanis.

(85) Monomoraic function words

Preposilions: ab “from’

ad ‘to'

cis “this side’

ob ‘on acount of’

sub ‘under’
Demonstralives:: is *this’ (mMasc nom sg)

id ‘this” (neut nom, acc sg)
Intesrogative pronouns.  guis ‘who" {masc, fem nom sg)

quid ‘what’ (neut nom, acc 5)
Indefinite pronouns: qua 'what' (peut nom, acc pl)
Conjunctions ac ‘and’

al ‘but”

e ‘and’

nec ‘and not’

“Jue ‘and'

quod ‘because’

sed ‘but’

ul ‘50 that

-t ‘or’
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Comelatives tot...quot ‘so many...as’
Negatives -ne ‘not’
Closed-Class Verbs €5 ‘you ane’

sit may s/he be’

es *be!”

fit “becomes’

it ‘goes’

dat ‘gives’

det *s/e should give’

quit ‘s/he cannot’

{Note that, except for gua ‘what’, all CV function words in Latin are enclitic: €.g., -ne *not’, -
ve ‘or’.)

One word that does not appear in (85) requires some discussion: fac ‘make’ (2nd sg
impen) is also monosmoraic, though it is not clear whether it should be treated as a function
word. Evidence that is is a function word in Latin includes (1} its simple semantics, (2) its
suppletive paradigm (passive is supplicd by active forms of fio ‘be made, become’ and (3) the
fact that it appears to violate the bimonaic ininimum (though le.uus has both fac and face,
mgg&ﬁnglhaizmayhavebeenbummc in spoken Latin}. I will not pursue this further bere.

Derived monomoraic function words. As with AG, a number of Latin function words
take inflectional suffixes. This occurs both with pominal (qui-s “who'} and verbal (i<t ‘s/e
goes’) function words.

Non-lexical roots. The roots of Latin function words also often fail to obey bimoraicity.
As with AG, stripping off inflectional material from a number of function words reveals
monomeraic roots. The copula, for instance, is built on three roots, one that obeys the

bimoraic minimum (es-) and two that don’t (su- and fi-).
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{86) Monomoraic function word roois

su- ‘be’ su-m ‘I am’
SU-mus ‘we are’
su-nl ‘they are’
fu- ‘was’ fu-ii ‘I was'
fu-erit *he should have been’
da- ‘give’ da-re ‘to give’
da-nt ‘they give'
i- ‘this” it ‘this man"
id “this thing’
«qui- ‘which’ qui-s ‘who’
qui-d ‘what’

(see Buck 19334 304f. for discussion of pronominal roots).

The bimoraic minimal word requirement in Latin holds for conteat words and their roots
but not for function words and their roots. The 2 Lexicon Hypothesis models this situation
straightforwardly by having minimal prosodic requirements met only in the Lexicon, not in the
Phrasicon. The following sections will show that Latin affixes in the Lexicon alzo arc subject
0 2 minimal requirement of one mora that affizes in the Phrasicon are not subject to.

The Minimal Affix in Latin. The minimal affix io Latin (ss in English and AG) is

MONOMOTAIC:
(87) Latinc Min Aff=H

Allen & Greenongh (1903) provide a fairly exhaustive tist of Latin derivational affixes.
None of these (ultimately) consists of less than a syllable. Consider the derivational prefixes:

(88) Lakin prefixes
amb- ‘around’  amb-jire ‘go around”

dis- ‘apart’  dis-ceedere  ‘depart’

dii- ‘apart’  dii-videre ‘divide’

por- ‘foward” por-lendere  ‘predict’

red- ‘again’  red-iire ‘retum’
1ni
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re- ‘again’  re-ficere ‘redo’ - andasc-i-a ‘boldness’ .ieet  pauper-iect-is ‘poverty® (gen)
seed- ‘apart’ seed-itioo ‘secession’ -ti Iriisti-ti-a ‘sadness’ -ticet secgni-tieet-is *laziness” (gen)
sce- ‘gpart”  see-cemoo ‘] separale’ -taat  boni-aal-is ‘goodness’ {gen) -tunt  senec-uul-is ‘age’ (gen)
 have listed a5 oalyt 1 texical formatives. -tudoon maagni-tundoo ‘greatness’ -li auxi-li-um ‘help’ )
(Thave prefizes oaly ) -goon  lumbaa-goon-is ‘lumbago’ (gen) -ni  contici-ni-um ‘hush of night’
Latin had a large number of derivational suffixes that formed nouns, verbs, adjectives and -cini laatroo-cini-um ‘robbery’
advesbs. Noe of these is less than monomoraic. Category names are all thosc of Allen & The forms in (92) require some discussion. The -br and -cr affixes in candeelaabrum and
Greenough. 1have included only what they term “significant endings”, i.., those which sepulcrsom are dissimilated forms of -bul and -cul, respectively (Buck 1933:330). Derivations
“were used in Latin with more of kess consciousness of their meaning; relics of PIE suffixes appedr in (94), Dissimilation is given in (95). U:;ymopg in (96).
that are not synchronically recoverable in Latin have a0t been inciuded below (though they too L.
(94) Derivations
are monomoraic—see Allent & Greenoough §234) " UR candeclaa-bul-um sepul-cul-um
Dissimilation candeclaa-bur-um sepul-cur-um
U-syncope candeelaa-br-um  sepul-cr-um
Noun-forming suffizes. Latin nominalizing suffixes are given below. Ail of these consist SR candeelasbrum  sepulcrum
of at leas! one mora. s
(95) Dissimilation
(89) Agentives 1->rfl.. __
-tor can-tor ‘singer’ -trik  can-trik-s ‘singer’ (fem) %) S
t teg-ci-is ‘cover’ (gen -oon -goa-is ‘carier’ (ge yRcope
- g en) ger {gen) . Vspl C_1V {where both vowels arc stressless)
(90} Actions and abstract nouns {deverbal) Syncope and Dissimilation are nccded indcpendently. (97) shows the application of
-or tim-or ‘fear’ -ee  sced-ee-s ‘scal’ ey . - .
s gen-us ‘birth’ -ivon ref-ioon-is “direction’ (gen) Dissimilation on a derived adjective populaaris ‘popular’.
-ticon  vocal-ioon-is ‘calling’ (gen) -fuur Scriip-fuur-a ‘writing’ e
-su seen-su-5 ‘feeling’ (97) Dissimilation .
UR popul-aal-is
(91) Acts, means and resulls Dissimilation popul-aar-is
-men  ag-men ‘line of march’ -ment regi-ment-um ‘rule’ SR © populaanis
-mooni testi-mooni-um ‘lestimony’ -mooni queri-mooni-a ‘complaint’ The application of Syncope on an inflected adjective (rib- *red’) and noun (maater- ‘mother’)
(92) Means or instroment is illusirated below, .
-l paa-bul-um ‘fodder’ -cul  vehi-cul-um ‘vehicle’
-br candeelaa-br-um ‘candlestick’ -¢cr  sepul-cr-um ‘tomb’ (98) U-syncope L .
-irfe)  arda-tr-um ‘plough’ -ber  tuu-ber ‘tube’ masc. fem. nominative gzmnve_
UR rub-er ub-er-a maater master-is
(93) Abstracis (de-adjectival) Syncope — # = 4
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ruber rubra

maaler maatgis

This leaves- tr(o) in araatrum ‘plough’ &s an isolated exception.

Adjective-forming suffixes. Below is a list of Latin adjectival suffixes.

(99) Diminutives

-ul
ol

.ill  coodic-ill-i *writing tablets’

riiv-ul-us ‘streamlet”
gladi-clus ‘small sword’

(100) Other adjectival endings

-00%
~€

-o0n

-0a¢
-eei

~ter

— 1
— o~ o o

form-cos-us ‘beautiful’
sur-¢-us *golden”
domes-tic-us ‘dometic’

ros-aace-us ‘of roses’

subtem-aanc-us ‘subterrancan’

mont-san-os ‘of the mountains’

div-iin-vs “divine’

naatuur-aali-s ‘natural’
host-iili-s *hostile’

{infim-aat-is ‘lowest ranking’ (gen)

fulloon-ic-us “of a fuller’

naas-pon-is ‘with a large nos¢” (gen)

mcr-aac-us ‘pure’

pleeb-eei-us ‘plebeian’

paluus-ter ‘of the marshes’

seemees-tri-s *lasting six months’

fiini-im-vs ‘neighboring’

i ordin-pari-us ‘ordinary’
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auri-cul-a ‘finle car®
lib-cll-us “Little book”

homun-cicon-is ‘dwarf’ (gen)

viino-lent-us ‘given to drink’

patr-i-us ‘patemal’

later-jici-us ‘of brick’
saliig-pe-us ‘of willow'
terr-een-us ‘canhly’

for-eensi-s “of the Forum'

patru-eeli-s ‘cousin’
cur-puli-s “curule’

am-jic-us “friend’

feemin-e-us ‘feminine”
pals-ici-us ‘patrician’

gilv-esier ‘woody’
silv-estri-s ‘woody’

merit-oori-us *profitable’

Sn

.aac  PUURN-8ac-$ ‘pugnacious’ -id  cop-id-us ‘eager’

.l hib-ul-us "thirsty’

-u proter-w-us “viokent” .jiiw  recid-iiw-us ‘restored’
Jli frag-ili-s “fragile’ -bili  moo-bili-s ‘well-known’

-i exim-i-us ‘choice’
A non-moraic version of -ic, -c, occurs in buubul-c-us sox lender’. 1 assume it is a derived
form of -ic, reduced to ¢ by s§ncope. Note also that the the -u in proter-w-us ‘violent’ is
consonantal [w] not syllabic ful; [u regularly becomes a glide pre-vocalically.

Enlargements. As can be scen sbove, Latin has & number of suffixes that arc built on
smaller suffixes: e.g., -aali, -eeli, -iii and -uadi are built on a suffix -li. The larger suffixes arc
sometimes refemed to as “enlargements”, Generally, the “enlarged” affixcs are the productive
Ones:

Qae of the most characteristic features of Latin suffixes is their growth by
misdivision: for instance, the elementary suffix -n{us) gives sisc 10 a group of
sccondary suffixes aan(us), -iin(us), -ern{us), -tinfus) [my parentheses-—-C.G.}.
It is in many casses impossible to determine the historical facts, since in the
classical period -aan{us) was clearly felt as a living suffix, whercas -n{us) was

no longer employed in new formatives.
(Oxfond Latin Dictionary, p. xviil)

At least some of the ‘elementary” suffixes underlying these enlargemenis e DON-MOTAIC.
They are not synchronically recoverable as affixes in Latio, but deserve some attention
nonetheless. What is notewosthy d)ommcmisthltheyareduivedﬁnmm@mhﬂim
in the parent language. That is, 2 nurnber of non-moarai; inflectional affixes are reanalyzed a8
derivational affixes in the history of the language: when they are, they are “enlarged’,
presumably to meet the minimal affix requirement. Examples follow:

(101) Adjectival suffixes derived from inflectional affixes

‘Elementary’ affixes ‘Enlargements’
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-nd  sccu-nd-us “second’ -bund viitna-bund-us ‘avoiding’ . )
votu-nd-us *round’ treme-bund-us “trembling’ Latin verbs.
mori-bund-us ‘dying’ .
—cund ) fas-cund-us “cloquent’ (103) - (supine stems) sovedt
foe-cund-us “fruitful’ amaz-1-us ‘;me‘zm:ﬂ))
iiraa-cund-us ‘irascible’ deglee-t-um neut 5§
audii-t-um ‘heard” (newt sg)
-1 veer-ti-us ‘vemal’ -ern hodi-er-us “of today” Thus the adjectives in (102) essentially “imply reference to an imaginary verb-siem” (Allca &

-urn  di-um-us “daily’
-tert  hes-tern-us “of yestenday'
-turn divu-tumn-us ‘lasting’

.mn  alu-mn-us ‘nursling’ -min fee-min-a ‘nourisher’
‘Fhus, the non-moraic -#d- in secundus and rotundus is from an old inflectioan affix in the
parent language. That affix is still used in Latin as an inflectional affix (future passive
patticiple) in obligation-constructions {audie-nd-us est *he must be beard’, deelige-nd-us erat
she should have been chosen'); but the derivational enlargments of -nd- (i.e.,, -bund and -cund)
are moraic. Similasly, the -n- in veernus ‘vernal’ “form{s] perfect pariiciples in other
languages and in Latin mak{es] adjcctives of like participial meaning, which often become
nouns” (Allen & Greenough §234.11.4); derivational enlargements of the -n- suffix (-ern, -
urn, -tern, -turn) gain obey the minimal affix requirement, The -m(en in alumnus and
Jfeeming is from a present participle suffix in the parent language; ncither is recoverable
synchroaically in Latin, however, and they are given here merely for completeness.
One final set of suffixes require some discussion, the Latin froms corresponding 1o

English -ed adjectives (palefaced, bearded).
(102)

hones-t-us ‘honorable’

barbaa-t-us ‘hearded’

turrii-t-us “turreted’
cornuu-t-us ‘bomed’

This non-moraic suffix is in fact inflectional, however, used in formiag the supine siem of
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Greenough §246n), barbaarus ‘bearded’ is (so to speak) the past participle of barba “beard” .

Verb-forming suffixes. Latin verb-stems arc formed in one of three ways: (1) directly
from nominal stems (zero derivation), (2) from nominal stems by suffixation and (3) from
other verbal stetns by affixation. Examples of zero derived verbs arc given below. Zero
derivation will not be of major concem here, since it involves no affixes and thus no evidence
for or against 2 minimal affix requirernent.

(103) Zero-derived denominal verbs

fug-aa-re ‘to put to flight’
stell-aa-re “to be thick with stars’

from  [[fugloot 88lgem  ‘Hight’
from  {(stelllroo 88]stem ‘star’

Zero derivation involves a nominal stem (fugaa- stellaa-), itself composed of a root (fug-,
stell-y and a thematic-vowel (-aa). The thematic vowel often 1akes on a life of its own,
however, in forming verb-siems:

(104) -aa stem verbs from -o stem nominals

stimul-aa-re ‘1o incite® from  stimulo- ‘a goad'
nov-aa-re ‘o rencw’ from novo- ‘new’

-aa stem verbs may also be fermed from nominal stems that end in consonants, in -§ o in -&:

(105) other -aa stem verbs

vigil-aa-re ‘to watch’ from  vigil- ‘awake’
auspic-aa-rii “to take auspices’ from suspic- ‘augur’
fev-aa-me ‘to lighten® from  levi- “light’
acstu-aa-Te ‘to surge’ from sestu- “lide’
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The data in (104) - (105) shows that -aa has been made intoa a verbalizing suffix in Latin,
freed from its origins in -ga siem nouas; it now derives verbs stems (fugaa-, stimulaa-,
vigilaa-, auspicag-} from noun stems of many types (fugaa-, stimulo-, vigil-, auspic-). Other
sach verbalizing suffixes include -¢¢, ¢ and -ii:

(106) -ee stem verbs from nominals

claar-ce-re ‘o shinc' from  claar- ‘bright’
cland-ee-Tc 10 be lame’ from  claud- ‘lame’

Qon -¢ stem verbs from nominals

metu-e-re ‘to fear’ from me- ‘fear’
acu-c-re ‘to sharpen’ from  acu- ‘needle’

(108) -ii stem verbs from nominals )
finsaan-ii-re ‘to rave’ from finsaano- ‘mad’
cuustood-ii-re “to guard’ from cuustood- *guardian’

These verbalizing affixes kend more support 1o {he claim that derivaliona) affixes in Latin are
minimally monomoraic.

This compleles the discussion of derivational affixes in Latin. The 100 or 50 derivational
affixes include none that consist (underlyiugly) of less than a mora. ‘This provides strong

suppont fora minimal affix requiremeat Latin.

LatinInflectional Afftxes < 0. But a number of central Latin inflectional affixes are

non-syllabic.

Adverb-forming suffixes. Most adverbs in Latin are inflecied nominals: the nenter
accusative of adjectives and pronouns may serve as an adverb (facil-¢ ‘easily’), as docs the
ablative singular neuter and feminine of adjectives, pronouns and nouns (fuls-oo ‘falsely’,
reect-aa ‘siraightway’). Adjectives may also be inflected with -ter and both adjectives and
pouns take adverbial -ee (itself a gencralized sblative suffix).
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(109) Adverb-forming suffixes

Manner
-ee caar-ce “dearly” -ter aacri-ter ‘eagerdy’
amiic-ee ‘like a fricod’ forti-ter ‘bravely’

Nominal inflection. Casc-endings for lﬂnndznddecknﬂonwmmucgimbclow.

(110) 1st and 2nd Declension N_ominal Inflection

1st Declension 20d Deckension
‘star’ ‘slave”

Nom sg -# siclla =) SeIvo-S (strvos)
Gen «f stells-¢ -i servo-i (servii)
Dat -i siclla-e -V SECVO-0 (serveo)
Acc = stella-m -m servo- (servom)
Abl -V siella-a -V SEIVO-0 {servo)
Nom pl - stella-e -i serva-i (scrvii)
Gen -Vrum stella-amam -Vrum servo-orum (sexvoorum)
Dat -iis stell-iis -iis servo-iis  (serviis)
Acc -Vs siclla-as -Vs srvo-08  (servoos)}
Abl -iiy stell-iis -iis servo-iis  {serviis)

Note that non-moraic sufixes are used to mark nominative (-5) and accusative (-m) singular. 1
have diverged somewhat from {raditional analyses of these declensions, which tend to fuse
ciem vowel and person marking the divergenoe is most evideat in the first decksion where 1
assumé a short -a stem vowel rather than long -aa. Nominative singular stefla is thereby the
bare stem (rather than a shortened stem, as on the iraditional analysis). The various forms
steilae (genitive and dative singular, nominative plural) are derived from stelia-i by Diphibong
Lowering:

(111} Dipthong Lowering: ai->ae

The stem vowel in the dative and ablative plural is lost by a rule of Vowel Deletion, which
deletes the first of three tastosyliabic vowels:

(112) Vowel Deletion: v-oal _VVig
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Derivations for steilae and stellis arc given below:

(113) Derivations

UR stella-i stella-iis
Dipthong Lowering stellae e
Vowel Deletion —— stell-iis

The ablative singular and genitive and accusative pharal suffixes of the first declension contain
emply Vowel positions that serve 10 lengthen the preceding vowel, This is accomplished by a
rule that spreads vowel quality rightwards onto a8 empty V posilion.

(114) Spreading:
v
[1J]
(115) Derivations
UR stella-Vrum  stella-Vs
Spreading steBzarum  siellaas

Such empty V-positions are also found in some of the 2nd Declension suffixes (note that
the empty V-position allows us to state {he first and second declension differ only in their
affixes for the nominative asd dative singulars). Note that the diphtbong -oi surfaces as a long
-ii word-finally (cf. Buck 1933§90).

(116) Unrounding: oi ->iilw

Derivalions for szrvii and servoo folow:

(117} Derivalions

UR Servo-i servo-V
Spreading P $ervoD
Unrounding servil

Some 3rd Declension inflectional suffixes are also pon-maoraic:
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{118) Case-endings, 3rd Declension

Nom sg -3 dux {duc-s) =1 turri-3
Gea -is duc-is -$ -8
Dat -if duc-ii v turri-i
Acc -m duc-em -m tumi-m
Abl -V duc¢ -V turi-i
Nom pl -ges duc-ces -ges tuir-ees
Gen -um duc-um -um turri-um
Dat -ibus duc-ibus ~bus tumi-bus
Acc -ees duc-ees -Vs turri-is
Abl ~ibus duc-ibus -bus turri-bus

Non-moraic affixes fark nominative (-5), genitive (-5), and accusative (-m) singulars. 1take
the [€] in ducem 10 be epenthelic (/ducn <> [duceml), [e] being the unmarked vowel quality in
Latin.

The Latin 4th and Sth Declensions also make use of non-moraic inflectional suffixes in the
nominative (-5) and accusalive (-m) singular and plural (-s)

(119) Case-endings, 4th and 5th Declensions

d1h Declension (u-slems) 5th Declension (se-sems)
Nom sg £ lacu-8 £ rec-$
Gen -Vs lacu-us -ii rec-ii (redi)
Dat -6 lacu-ii il ree-ii (reii)
Acc -m lacu-m -m ree-m {rem)
Abl v lacu-u -# ee
Nom pl -Vs lacu-us £ ree-s
Gen -um lacu-um -Tum rec-fum
Dat -bus 1acu-bus -bus ree-bus
Acc -Vs lacu-us = rec-$
Abl -bus lacu-bus -ibus ree-bus

Note that Jong vowels shorten before other vawels (rezii -> reii) and beforc -m (reem -> rem).
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Adjectival inflection. Case-cndings for adjectives arc essentially those of nouns and will
not be re-discussed bere. A number of them, of COUrse, are NON-MOTAIC.

Verbal inflection, Latin verbs! inflection is exiznsive and T will not review it all bere. For
the preseat, | mercly wani (o cstablish that it makes use of a number of non-moraic afffixes.

Affixes that consist of a single consonant inclode -5 PERFECT and -n- PRESENT. The latter
is found only in isolated words and is probably not a synchronic :i’ﬂx in Latin, Examples of
each appear below. (Notethal -n- is, or was, an infix).

(120) Non-morsic tense-aspect markers

Perfect -5 Present -n-
carp-8-ii ‘[ have seized’ find-c-1¢ “to find* (fid-)
1eek-s-ii ‘I have touched” tang-¢-re ‘to touch® (1ag-)

Verbal subject agreement in Latin aiso makes exiensive use of non-moraic suffixes.

Consider the following:
(121) Subject agreement: Present Active
Indicative " Subjunctive
(am-3a-)  {am-ec-)
Singular 1 -00 am-00 -m ame-m
2 =1 AmMAa-$ - amee-s
3 o ama-t E ame-t
Plural 1 -MIRS amaa-mus -mus amee-mus
2 -tis amaa-tis -fis amee-tis
3 =it ama-nt -t ame-nt

Non-moraic suffixes include -m in the 1st gingular, -5 in the 2nd singular, -t in the 3rd; and
-n¢ in the 3rd plural. Note that -m is nota dental and thus that ot all non-moraic affixes are
dentals; this was not the case for English or AG. The passive utilizes a first-person non-
mioraic affix -r:

(122) Subject agreement: Imperfect Passive
Indicative Subjunctive
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(am-aa-baa-) (am-aa-ree-)
Singular 1 :r am-aa-ba-r -r am-aa-re-{ 2
.ris  amt-as-baa-ris -ris am-aa-rec-fis
3 -tur am-aa-baa-tur -tur am-aa-res-iur
Plural 1 -mur am-aa-baa-mur  -mur am-aa-Tec-mar
2 -minif am-aa-baa-minii  -minii am-pa-ree-minii
3 -ntur am-aa-baa-nbr -nur am-aa-re-ntur

The final use to which non-moraic wﬁ'uesmpuinﬂtvuballymmot‘l.aﬁnisinthe
creaﬁonofpa;ﬁcipmﬁomm‘i)mm Three of the four participles in Latin are formed from
non-moraic suffixcs:

(123) Latin Paniciplks
Present (-nt}
ama-pi-is ‘is loving'(gen)
mone-It-is ‘is reminding” (gen)

Future (-twitr)
fu-tour-ns ‘what is to be’
fac-wur-us ‘to do’

Perfect (1)
amaa-1-us ‘was loved’
moni-i-us ‘was reminded’

Gerundive (-nd}
ama-nd-us ‘must be Toved”
mone-gd-us ‘must be reminded’

Before closing this section on Latin, I should poiot out remnants of some earlier
inflectional affixes that remain in a number of Latin verbs. Among these are the affixes
below:

(124) Deverbal verbal suffixes
Inceptive -5C

calee-sc-00 ‘] grow warm' & cale-oo ‘1 am warm’

Iabaa-sc-o0 ‘1 begin to toiter” ¢f. Tab-o00 ‘I totter’

scii-sc-oo ‘I determine’ - of sci-oo ‘I know'
Intensives -t

iac-t-00 ‘T hurl’ o jaci-o0 ‘I throw"

dormii-t-00 ‘1 am sleepy” . dormi-oo ‘1 sleep’

veeadi-t-oo ‘1 try to sell’ o  veend-0o'l sell’

It is clear that these affixes violate the monomaraic minima} affix requircment I have argued
for in Latin. But are they derivational or inflectional? The answer is clearly inflectional.
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Inceplive ~sc- occurs oaly in the present tense and is thus in complementary distribution with
past tense markers; it most therefore be inflectional, as suspected. Intensive -2 is related to the
perfect paniciple formant - and is in complementary distribution with other participial

markers; it too is clearly inflectional.

2.4 Conclusion. English, Ancient Greek and Latin have remarkably similar minimal
prosodic requirements. The only difference in this respect among the languages is whether
word-final consonanis are exirametrical or nol. Onee this has been factored out, minimal word
and affix requirements for all theee languages arc identical:

(125) Minimal prosodic requirements in English, Ancient Greek, Latin

Affix =
Word, Rool = i

The counlerexamples 1o (125) are legion, but they fall into two calegories.

Affixes that fail 1o meet the | requirement are all inflectional affixes; words and roots that
fail to meet the | requirement arc all function words. If inflectional affixes and function
words are not stored in thai part of the grammar in which derivational affixes and content
words are stored, this is to be expected. The 2 Lexicon Hypothesis claims not just that content
wonds and fusction words are differcat, nor thal derivation and inflection are different. The
claims it makes is that content words and derivational affixes form a natural class and that
function words and inflectional affixes form a different natural class:
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(126) The 2 Lexicon Hypothesis

Lexicon

Content Words (dog, ¢at, blue, yesterday, eic.)
Derivational Affixes (-ity, -necss, e1c.)

Phrasicon

Function Words (the, and, to, if, etc.)
Inflectional Affixes (-s plural, -od ‘past’, etc.)

The 2LH also asserts that these natura) classes are central 10 the organization of the grammar:
they form separate componenss of the grammar. Minimal parosodic requirements, I have
argued, are mel only in one of these components and thus affect only on of these najural

classes.
Taken together, (125) and (126) can be unpacked into a list of separsic claims, a8 follows.

(127) Of English, Ancient Greek and Latin...

None has lexical words that consist of Jess than two moras.
Noue has Jexical roots that consist of less than two moras.
None has derivational affixes that consist of less than one mora.
All have non-lexical words (hat consist of less than two moras.
All have non-lexical roots that consist of less than two moras.
All have non-lexical affixes that consist of kess than one mora.

It is highly unlikely that the statements in (127) shonld be true coincidensally of these three
distantly related languages. The 2 Lexicon Hypothesis provides a straighiforward model to

~mopo TR

account for all of them at once.
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3. Level-Ordered Lexical Insertion

In Chapter 2, I presented evidence for the existcnce of two lexicons in (he grammars of
English, Ancient Greek and Latin. In the present chapter [ will provide evidence that the
elements of these lexicons are inserted into syntactic structure at different stages. This T will
call Level-Ordered Lexical Insertion (LOLI). As the réview in Chapier 1 made clear, the idca
itself is not new: similar proposals have been made in the processing and aphasic literature
(Fromkin 1971, Garrett 1975, 1980; Lapointe 1985; Lapointe & Dell 1989); in the syniactic
lirerature {Stockwell, Schachier and Partee 1972 [function words only); Emonds 1985); and in
the morphelogy literature {Anderson 1977, 1982 jinflection only]). ‘The idea has yet to be
exploited, however, in phonology.

The Iate insertion of function words is crucial for the construction of prosodic constituents
above the level of the phonological word. Recall that on the 2-Lexicon model proposed here,
prosodic constituency is built on a partial phonological representation—i.e., on lexical stems
organized into an S-structure represcntation. Now it has been claimed that these prosodic
constituents—phonological phrases, intonational phrases and so on--are constructed as if
function words were invisible {Selkirk 1984). LOLI makes it possible to change the asiftoa
more explanatory because: function words and inflectional affixes take no part in defining
prosodic constiteents above the word because they have not yet been insened at the stage al
which those constiluents are formed. And L.OLI is not motivated solefy on phonological
grounds: morphological, symaétic, processing and aphasic evidence points to the same thing,

The framework 1 will assume heze is that of Prosodic Phonology (Selkirk 1978, 1980;
Nespor & Vogel 1982, 1986; Hayes 1989; se¢ also Tnkelas & Zec (eds.) 1990 for a collection
of recent work). 1 will begin by discussing the general framework and incorporating LOLY
into it (3.1). From there | will move to a discussion of phrasal stress that illustrates the
construction of prosodic constituents with LOLI (3.2). I end with a discussion of reduced

forms of function words, & topic which also invelves LOLI (3.3).
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3.1 Prosodic Phonology and LOLI

The theory of Prosodic Phonology organizes phonological representations into constitucnts
that comprise & prosodic hierarchy. The prosodic constivency of a sentence like He kept it in
a large jar may be represented as in (1) (Hayes 1989, Nespor & Vogel 1986).

(1) The Prosodic Hicrarchy

U Uterance
I
1 Intonational Phrase
P /\ P Phonological Phrases
C C c Clitic Groups
W B W 0w W w Words

he képi & . in a lirge jdr
Each morpho-syntactic word (e, kept, if, etc.) constitutes a phonological word {@). ws are '
grouped into Clitic Groups (Cs), Cs into Phonologicat Phrases (PPs), PPs into Intonational
Phrases (IPs), IPs into Utterances (Us). (See Nespor & Vogel 1986 for a more complete
discussion of these constituents; 1 have lefi out the syliable and the foot from discussion here
for clarity.)
Among other things, prosedic constituents mark oarural breaks for pauses. Thus, the
sentence aboves may be spoken without a pause, with onc pause, €€,

(2) Pausing and prosodic constituency

He kepl il in a large jar )
He kept it...in a large jar (F..P)
He kept &...in a large...jar (C.C.0)

He..kept..it..in...a..Jage.. jar (0.0, 0. 0..0...60...00)
Although any of the phrasings above is natural, oncs that violate prosodic constituents are

gencrally ill-formed:
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(3) Pausing vs. prosodic consliluency
THe kept..it in...a large jar
THe kepl it in a... Jarge jar

He kepl.. it in a. . large.. jar

etc. :

Prosodic constituents serve iwo other main functions. First, each prosodic constituent defines
a domain in which certain phonclogical rules are operative. German final cbstruent devoicing,
for instance, applics at the end of the prosodic domain defined by the ;:onsﬁluenl . Second,
each prosodic constitucnl constitutes a domain in which exactly one unit is prominent. In
English, for example, the constitent @ defines a stress domain in which only one syllable is
prominent i.¢., receives primary stress; the constituent C defines 2 domain in which a single @
is prominent: (be képt it} (in a kirge) (j4r); and so on.

A crucial obscryation about the prosodic hierarchy is that the constituents that make itup
are not isomorphic to syntactic constituents. Notice, for instance, that [be képt it) and {in a

large] form prosodic constituents but not syntactic constitvents:
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{4) Prosodic constitueacy # syntactic constituency

P NP
V NP PP
NP VP
]

A more principled difference between prosodic and symlactic constituents is that only the latter
seem to allow embedding: e.g., in the dog witha ha: with a flower, the NP dog dominaies the
NP hat, which dominates the NP flower. Prosodic constituents, on the other hand, are
hypothesized to obey strict layering (Sclkirk 1984), such that constituents of onc type are all
immediately dominated by constituents of the next type on the hicrarchy: the s are all
gathered into noa-overlapping Cs, which arc all gathered into non-overlapping Ps, cic.
Although prosodic constituents are not the same as syntactic constituents, they arc defined
in terms of them. That is, at least some information about syntactic constituency is roquired in
constructing prosodic constituency. The algorithms by which syntactic constifuency is
rewritten as prosodic constituency mark the interface between synlax and phonology. How is

this rewriting done?
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Building Prosodic Constituents without Lol
For the sake of expasition, 1 will assume the version of the Prosodic Hierarchy given above in
(1). The existence of some of these constituents, especially the Clitic Group, may well be
debated, but the discussion which follows will not be crucially affected by this. What is said
below of the constituent C holds cqually well for the constituent @, for those formulations of
the prosodic hierarchy that omit it. Central 1o the discussion at hand is the fact that on any
formulation of the prosodic hicrarchy, function words arc systematically subordinated to
content words, Whether the constituent that immediztely dominates e.g., the boy is C or @ is
ot relevant to the point at hand.

Let us begin, then, with the general form of the algorithms which build prosodic structure,
which Nespor & Vogel give as follows (1986:7):

Prosodic Constituent Construction

Toin into an n-ary branching XP all XP-U included in a string delimited by the definition of
the domain of XF.

XP refets to some prosodic constituent; XP-1 is thus the prosedic constituent immediately
under XF, as defined by the prosodic hicrarchy. In all work to date in Prosodic Phonology,
prosodic constituents are buill off of S-structure, with all words and affixes (grammatical and
texical) in place. Let us soe how this is dope first, so that later the advantages of incorporating
LOL into these derivations will be clear.

In the simplest case, ¢, the Jdomain of the coastituent is simply the (erminal elements of
the syntactic tree.
(5) w-domain construction: each temminal elements of the syntactic tree is 8 @

U W W ww W W
hekeplitinalargcjar
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The next constitucnt to be formed is the Clitic Group. Hayes (1989) defines a clitic group
"roughly as a single content word together with all contiguous grammaical wonds in the sare
syntactic constifuent”. His formal definition of a C is as follows:
(6} Clitic Group Formation
a. Every content word (lexical category) belongs to a separate Clitic Group.
b. Defn: Thehostofa Clitic Group is the content word if contains.
Defn: X and Y sharc category membership in C if C dominates botk X and Y.
Rule: Clitic words are incorpotawdlcftwudorﬁgluwardimomadjnwn!
Clitic Group. The group selected is the one in which the clitic shares more
category membershiups with the host.

According to this formulation, kept, large and jar belong to scparate Cs and are the hosts of
those Cs. The function words he, i, in and a are incorporated into the Cs with which they
share the most dominating syntactic nodes: in and a are dominated by the Prepositional
Phrase node that dominates large, [ppina large], and therefore form a C with large; itis
dorminated by the VP node that dominates kept, [vp kept it...}, and s0 forms a C with kept, he
is dominated by the S node that dominates keps, [s be kept iL...], and so forms a C with kept

(and if).
(7} C-domain construction
C c C
0 W W e W W @

he képt it in a lirge Jar
Note that on & sirict reading of “Lexical”, the preposition in would fom its own clitic group.
Nespor & Vogel (l986)mggcsuhal1.exicalbeimerpmedasahead “with at lcast one positive
specification according to the categorial fearure system”. Thus only N, A, V are to count as
lexical, P falling out of the class. Presumably this account could be exiended in some way 10
distinguish between proper names (which form their own Cs) and pronouns (which do not),
both of which are NPs.
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What is crucial here is that the rule that forms clitic groups must check the syntactic
category of each @ in the siing. Furthermore, the rule serves only to demoie function words
so that they will be invisible to future rules: the lexical word in a C is the head-—-any function
wonds in the C are noa-heads. '

Construction of the Phonological Phrase also involves explicit mention of the content word
vs. funclion word distinction and it 100 scrves to demote function wonds. Following Nespor
& Vogel (1986) the domsin of the Phonological Phrase can be expressed as:

(8) Phonological Phrase domain .

ThedomainofPPconsimofanhichconmjnsalexicalhead(X)andalleon its

nmm:sivcsikuptouwcmucominsmolhcrhcadmicenﬂhemaxhnal projection
of X,

This converts @-level structure into the following PP-constituents:

{9) PP-domain consiruction

P P

| VAN

c c C
wmuuumo
he képt Xk in a lge jar

PPs are then grouped into Intonational Phrases,which are then grovped into one or more
Utterances by rules which need not concern us here (sce Nespor & Vogel 1986 for

formulation and discussion).
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P
I VAN
c c C
[ ] [A] QL W W [A] [A)

he képt # in a ldrge jér
It is imponant to note that function words are irrelevant for delermining the number or

disttibution of prosodic constituent (other than w) in a senicnce, Cs consist of exactly one
content word each and it is these Cs that the prosodic constitueacy of the rest of the sentence
depends on. Since PPs consist exclusively of Cs, function words arc inelevant for
determining the distribution of PPs in a sentenct; Tikewise for IPs and for Us.
(i1) The Prosodic Hierarchy without function words

u consists of one or more IP

IP  consisis of one or more PP

PP consists of one or mone C
C consists of exactly } Contcal Woed

Essentially, function words play 10 role in creating prosodic constituency.

Selkirk's “Principle of Categorial Invisibility of Function Words”

An especially elegant formulation of prosodic coustituency is Selkirk’s (1986) end-based
theory, in which “the relation bawccusymmicsuuaumandptmodicﬂnmcmthﬂw
and below the intonational phrase is defined in terms of the ends of syntactic constituents of
designated types (1986:385). Inthe typical case, clitic groups are defined by left or right
syntactic brackets labeled {x0 or 1x0, wherc X0 is the syntactic notion head; phonological
phrases, on the other hand, arc marked by brackets labeled [z OF 1X(max. Where Xmax is the

syntactic notion maximal projection.
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The analysis only works if all function words are left out of the mapping from syntax to
prosodic coastitucncy. Selkirk notes that “function words are not identified as *‘real’ wards
and 50 do not count” in the mapping from syntaclic to prosodic structure (1986:387). Since
the effect of this not counting as a real word is so widespread, she raises it to the status ofa
principle of grammar (Selkirk 1984):

What we suggest is that the syntactic category 1abels for function words are
siraply “invisibie” to principles of the syntax-phonology mapping. This means
tha if & function word has the labeled bracketing (a) or (b}, it will be treated as
though it had the labeled bracketing (¢). (FW stands for the syntactic category
feamre complex(es) of function words.)

A twrootf........] oot b. pwwordl........ pwword C. [endd

This is the Principle of the Categorial Invisibility of Function Words (PCY).
Given this gencral principle, any rule that crocially mentions the catcgory name
or type associated with the Isbeled bracketing in its structural description will
simply not apply to function words. (1984:343)

The usefulpess of the PCI can be seen in how it simplifies the writing of prosodic costiluency
formation rules. If function words are invisible 1o these rule the C and PP-formalion rules
may be simplificd as follows (Selkirk 1986). '

(12) Clitic Group: Ixo=Ic

(13) Phonological Phrase:  Ixmax = 1P

That is, the rightmost edge of a real word defines the rightmost edge of a clitic group (12)and
the rightmoss edge of the maximal projection of a real word defines the rightmost cdge of 2
phonologicel phrase {13).

The PCI is clearly very useful in simplifying sules that construct prosodic constituents.
What is distorbing about it is ils completely stipulative nature within Selkirk's (or anyone
else's) framework. Why should function words should be made invisible by the syntactic
calegosy features they bear?
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Building Prosodic Cou.m'm.em with LOLI
LOLI allows us to derive Seikirk's PCl cather than stipulate it: the phonological content of
function words (and inflectional affixes) is not present at the stage at which prosodic
constituents are built. According to the PCL, it is the presence of syntactic features that makes
function words invisible to phonological rules. LOLI allows us to say that it is mercly the
absence of any phonological malerial at 2 certain level in the derivation that makes grammatical
iterns “invisible” to phonological rules. Congider a LOLI derivation of the prosodic
consliluents in he kept it in a large jar. S-strucaue is a partial phonological represcatalion with
only lexical siems represented phonologically (2). Function words arc marked here by Greek
letter place-holders that stand for morpho-syntactic bundles of features. Notice that the first
stage in the construction of prosodic constituents {b) is guaranteed by the minimal word
requirements discussed in Chapter 2. That is, the minimal word and affix requirements
upemﬁvemmcuxiconmmnmcinwmpmwdkcmninmycmmnmﬁmd
well-formed prosodic words as defined for the language in question.
€ luge jar @ l:Pl B ]

| b he

Y
| |
P -

vV NP PP V NP PP

w
T T

Z—F ¢

a Panial Phanological Representation b. w-construction
Each phonological word becomes the head of a clitic group (¢). Clitic Groups are joined into

phonological phrases {d), and uhtimately into intoaational phrases and uiterances (€).
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This completes the construction of prosodic constituents. When functi

jnflectional affixes arc alded 1o yicld a full phonological representation (),

-9
&
°o—B 2
e P W
- s %
PlCllu.m. > vs.m
¢ ——F
v—3E—z
u—23 Iuvm
&
o—& 2
- i
- 538
L=

|

PP

f. Full Phonological Representalion

V—33—=z

P
VAN
C
|
[A]
large
|
AP
NP

-9
-™
o« —&
%
B B
o Z 7>
w—o —3 % >
Y 2

e. PPs->Ps > UP
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g. Stray Adjunction
Two aspects of the derivation above require special comment here. The first is the iteration of
w-construction in (f). 1 will argue below that this is not the usyal case and only occurs in fairly
careful speech; in normal and rapid speech function words are stray adjoined at levels lower
than @ (see below 3.3)

The second is the complex nature of stray adjunction in (g). Note that stray adjunction
must take into account both sg_muaic constituency and prosadic constituency: the prepositon
in, for example mast i) be adjoined to a prosodic constituent C and i) be adjoined within the
syntactic constitucnt PP {*he kept it in...a large jar). Although the phonology will be satisfied

3.2 Phrasal stress

In most language, function words form prosodic constituents with adjacent content words; in
many languages, including Enlpish, these constituents aze the domain of sentcnce-SIrcss
assignment. Normal intonation places noticably more stress o content words (kept, large, jor)

than on function words (be, it, in, a}.

(14) Stressless function wonis: He kpt it in a large jar.
Howmmu.heusedmdeﬂvcmmwdcouenlwordsmdmmleuﬁwionwmdﬂ

The wrong approach
In earficr work (Golston 1990, 1991)1 proposed LOLI could direcily derive the siressicssness
of function words in EnglishandinAncicmeek. The idea was to order phrasal siress rules
after content word insettion but before function word insertion:
(15) LOLI and phrasal siress

a. Insert content words kept large jar

b. Assign phrasal stress képl lirge jér
¢. Insext function words he képt it in a Lirge jhr

This analysis, though simple, cannot be completely right for two reasons. First, the second
stage of lexical insertion inserts not only funciion words but inflectional affixes urwell. Ins
highly inflected language like Ancicnt Greek, inflectional affixcs affect the location of peirmary
word siress. Since phrasal stress is realized on the primary stressed syllable of 2 word, the
latter must be determined before the former. Thus inflectionsl affixes must be added before
phrasal stress is assigoed. Consider the following one word senlcnces: ’

with adjunction to aoy C, the syncax requires that it be the C that follows rather than the C that (16) a. ¢&lipon x
PAST-lave-1sg I S
precedes. Speech error evidence for this analysis will be given in Chapicr 5. I left’ e i pon

[

H L*
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b. e-lip-omen X
PAST-Jeave-1pl xJ) (x J
‘We left’ ¢ i po men

oo
H L*

{Columns of x’s mark prominent syllables; (x ) designales a left-prominent fool or trochee;
L* marks the prominent syllable in cach word, Hmarks the syllabk immediately before that
syllable (Sanzet 1989).) The penultimate syllables are stressed in both words, élipon and
elipomen. But notice that in the singular form the penult is part of the lexical stem fip, while in
the plural it is part of the {nflcetional suffix -omen. The latter case makes it clear that
inflectional affixes roust be prescat when phrasal stress is assigned.

Additional evidence against the analysis in (15) comes from stressed clitic prosouns
{examples and discussion based on Nespor & Vogel 1986:1551f). Consider the following
sequences of conent word plus clitic{s) in Italian and French:

(17) Nalian
C C
0w e e W W
me lo da da mme lo

a "(he) givesittome™ b, "giveilto me™

(18) Frexch
C C Cc
W oW W W w v o
me ke donne allez vous en prend le
a. "...givesit 1o me™ b. "goaway" ¢. "ake it"

(Stressed @s in boldface.)The Ttalian cases arc casy to derive with the analysis in (15): stress
is assigned to the content word when no function words are prescat; function words are added
Yater but phrasal stress docs not rcapply. But this will not work for French, which siresses the
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rightmost element in the Clitic Group raganiless of whether it is a conteat word (a) o1 a

fuaction word (b, €).

A better approach

The problem with the analysis in (15) is that it invokes LOLI as a means of assigning phrasal
stress rather than as A means of building pheasal constitucnis. Once the cormect coastituents are
buily, phrasal stress is relatively straightforward. The fialian cases involve stressing the host
(or head) of the clitic group (Hayes 1089), while the French cases involve stressing the right-
most member of the clilic group: the phrasal domain is the same for both Janguages, but the
tule assigning relative prominence within that domain is different.

Now consider English phrasal stress, Again, phrasal constituenis are built before function
words (and inflectional affixes) are inscried. But phrasal promincace is not assigned vantil afier
funtien words are in place. As in Italian, and in most languages according to Nespor & Vogel
{1986:155), phrasal prominence within the clitic group is assigned to the host: i.c., to kept,
large and jar.

(19) LOLI and phrasal stress

Insert content words kept large  jar
Form prosodic constituents [kept] Qarge]l [jar]
Insert function words he [kept) & o a [large] [jar}

. Adjoin function words the kept &1 [in a largel (jarl
Assign phrasal stress [be képt #) [in a ldrge) Lid]

Now let us return to Ancient Greek inflection. Prosodic constituents are built on partial

poan TP

phonological representations consisting only of lexical stems (£p *legve’); then function words
and inflectional affixes are added and adjoined.

(20) Derivation
a. Insent content words lip lip
b. Form prosodic constituents Qipl [tip}
¢. Insert function words, inflection ¢ jlipjon ¢ [lip] omen
d. Stray Adjunction [c lip on} [¢ lip omen]
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x x
x ) x 3 )
¢. Assign lexical promincnce [e lip on] [e lip cmen]
X x
x .} x J@x )
f. Tone Assignment [e lip on] e lip omen]
[ 11
H L* © HL*
X x
X X
. = ) x Jix )
g. Assign phrasal prominence e lip on] {e lip omen]
(I L1
H L* H L*

(See Sauzet 1989 for details of tone-assignment and lexical prominence rules) At this point,
lexical prominence (penultimate stress in this case) is assigned, followed by phrasal
prominence, which is built “on top of” lexical prominence.

In this way, LOLI is used to derive siressless funciion wésls, albeit indirecdly. Phrasal
constituents are built on lexical stens, function words and inflectional affixes are inserted and
adjoined, and prominence relalions are determined on the basis of phrasal constitency.

3.3 Reduced forms of function words

1n addition to providing a trestment of unsiressed function words, LOLI can also be vsed to
' treat reduced forms of function words. In many tanguage function words but not content
words have ‘reduced’ forms {cf. Chapter 2 above). In English, for instance, the modal will
reduces to syllabic [1] in nosmal speech and the auxiliary is occurs in the reduced from [z] or
[sk:

¢21) Reducible function words:

Max will be hoping Tom is asleep. (caveful speech)
Maxll behdping Tém's asléep. (normal speech)
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Content words do not undergo such reduction: e.g., the noun will (1ast will and testament)
does not recuce to asyllabic (1} in nonnal specch.

Most analyses of reduced function words {e.g.. Selkirk 1934) have treated them as exactly
that: full forms that are reduced by rule in certain environments, Thee is something unaatural
abant such analyses, however: at leastin English, all but the most formal registers prefer
reduced function words. This is especially relevant in production: docs it make scose 10 82y
that a speaker prepares o say Max will be hoping Tom is asleep and then gocs 1o the trouble of
reducing it to Max'fl be hoping Tom’s asleep? Why treal the foll forms as basgic?

An obvious answer is that only the full forms preserve unpredictable information: ifis
were to be derived from [z], how would we knaw what vowel to insert? The reduced form
must come from the unreduced form because the opposite cannot be irue. Intuitively,
however, [z] is a simpler (sloppier, ¢1c.) form of is. It is not 3o much that we go through aa
exira step just to make is shorter: we just don’t put in the effort to say the whole thing and end
up with only the [z}.

How may this conflict be resolved? The role of LOLI in the construction of prosodic
consiituenis above the word provides a useful clue.

Building prosodic constituents shove the word requires an even foundation--cach level of
structure must be built dimcﬂyonmc:ﬂierlayer.likebﬁchin a wall (Scikirk’s Strict Layer
Hypothesis). For this reason, formulations of w-ievel structure have ssigned the caegory W
10 every lexical terminal; this allows clitic groups to exhaustively dominate phonological
words; and phonological phrases 10 exhaustively dominate clitic groups; etc. But LOLY
obviates the need for assigning the catcgory @ 10 function words. If prosodic structure is built
only on lexical stems, function words may cnter the derivation later as whatever they Yike. If
they enter as consonants, they are adjoincd into syllable; if they enicr as syllables, they arc
adjoined into ws; if they eater a8 WS, they are adjoined into clitic groups {cf. Berendsen 1986).

Consider, for example, Jack is asleep:
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(22) Ixk vy aslep Partional Phonotogical Representation

w
| |
ITack vy aslkep. Prosodic Constituents built
w w
| |
Jack is  aslecp. Fall Phonological Structure

At the final stage in (22) at least two possibilities arise. The speaker could (i) save the whole
word is or, (i) save only part of the word. That is, the speaker can either add is as another
prosodic word (23i) or just incorporate part of it into one of the prosodic words ah;eady present
(23ii).

23 @ W oW W i) w w
111 N |

Jack is asleep Jack is aslecp

Jack is asleep Jack's asleep

Cleatly oplion (i) requires less effort and planning. ‘The speaker adds as little to the previously
built structure as possible. {23i) is characteristic of carefis] or formal specch; (23ii) models
nosmal to rapid speech.

Reduced Function Words in English
It should be noted, first, that not all function words in English are reducible, Reduction is
fexically idiosyncratic. Consider the following prosodically identical pairs of words.

(24) Reducible Non-Reducible Prosodic Composition
would ('d) what cve
has ('s) his cvC
am ('m) on yC
is('s) as vC

Those function words that do reduce, however, tend 10 reduce in the same way. First, more
sonoran! segmenis are deleted while less sonorant segments are retained; second, it is the right-
most scgments that are retained.
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(25) Reduction and Sonorily
Cbstruents pever’;  should, this, lo, docs

Nasals never?: in, on, cap, thag
Liquids never: will, all, or, were
Glides, h sometimes: would ('d), will (1), him ('im) (reducing)
we, why, you, xho (pon-reducing)
Vowels often: am ('m), i8 (8}, or (), 8nd (0) (reducing)
&, off, as (nou-reducing)

That is, the segments that arc easiest 10 add to existing prosodic structure, namely single
consonants, are retained, while those that require adding another syllable to existing prosodic
structuee, namely vowels, are oftea deleted.

How much of a word is retained is a function of the rate of speech. For the sake of
exposition, let us assume (hree rates of speech here: careful, normal and rapid. In careful
speech, 2 function word is granted full © stats and adjoined into an existing clitic group {26i),
in more normal spezch, function words are assigned syllable status and adjoined into existing
s (26ii); in rapid speech they are assigned only status as strings of consonants {Cs) and

vowels (Vs), in which cese they must be adjoined into cxisting syllables.

(26) (i) C C (ii) C C (D C C
| A | | | 1
(AT~ A [A) [A] [A] [A)
1 1IN | AN y N
g o o 0O g o o g a [+ 2+ §
1111 T I M~ 11

CVC VC VCCVVC
Jak s asllp

CVC VC VCCVVC
Jek +z osliip

CVC VC VOCVVC
Yk 1z astip

careful speech, is is given full word status and retains its foll vowel. In normal speech, it is
accorded only syllable status and is realized with a high central vowcl. In rapid speech, itis

! The one cxception is of, which generally deletes before C-inkial words and is retained before
V-initial words: friend o' Bob’s, friend of Ed's. (sec Selkirk 1972).
2 The onc exception is an, clearly a sandhi form (see Rotenberg 1978).
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given only segmental status and must be incorporated jato an existing syllable; a syllable-
- intcrnal rule of voicing assimilalion changes the underlying /z/ to [s].

Note that a stray consonant is enclific, i.e., is adjoined lefiward into a preceding syllable,
while stray syltable and words arc proclitic, i.e., are adjoined rightwards into following words
and clitic groups. This split occurs gencrally when the function word is syntactically bracketed
with the following word:

(29 (Palnp fhaswonly  Hoelnp [would golr e {will leavely

Carcful: [p®t] [h&@Zwan] (jow] fwadgol [aj) [wi 1iv)
Nommal: [p®t] [#2wan] (Jow] [widgol [ajl  [williv]
Rapid: [p@ts] [wan] (Yowd] [egol i iliivl

Recall that not afl function words in English have reduced counterparts. ‘These imeducible
function words may be represented as syllables wnderlyingly. The underlying differences
beiween reducible and irreducible function words may then be represented 28 follows:

(30) Underlying Represcntation of reducible and noa-reducible function words
a g ' @ g

AN N T S
vC vCc CVC cvcC vC vC CvVycC cvcC

Pt (] " | 140 [ | (I | P v 1411

ar L1z hez wil an 2 huz wtl

“or® "ig" *has" "will” "on" "as" *whose" *wilh"

a. Reducible function words b. Non-reducible function words

That is, in rapid speech the words in {30a) ase generally redoced to sub-syllabic strings. Butat
uwmmmcofspeech.thcwudsin(SOb)mnotsomduoed.

In what T have called normal speech, the difference is neutralized and all of the forms in
(30) surface a5 full syllables (31). Similarly for careful speech, where function words surface

as foll words (32).
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(31) Representation of function wonds; normal speech

ocasaou g
A/\/\/\/\/\/\/\

vC vec CVvVC cvce vC vC cvvec CvC
[} [ } [ T T } | I I | [ } 1t [] w | [ ] |
ar (4 h&z wil an 22 u wie
norn Ilis'l l!hasn nwinl llonl -“. I'ml Iw'nhl

a Reducible function words b. Non-reducible function words

(32) Representation of function words: careful speeck

W [~ (A ] 7] w [~ 17 ] [~]
1 1 1 i 1 ] ] ]
o a o a g ag a g
vC vC CcVC cvce vCe vC cvve Cvce
[ ] [ ] [ 1 [ | LI ] [ N | R
r [ 4 haz wil an 2 huz wi8
Horn lisil “hm“ nwiull nonlt !lull lwhowl L} <. -

a. Reducible function words b. Non-reducible function words
We are now in a position to give a full derivation of a sentence with both reduced and
stressless function words in what 1 have called rapid speech. Take the senience Pat’s with Ed

(prosodic structure above the clitic group omitted for clarity}:

(33) Derivation of "Pat's wilh Ed"

C C
! |
W W W [~
| | I I
g o ag g
™\ N N\ N\
o \C oV Ve
pat ed pet ed

a. Partial Phonclogical Representation b. Prosodic Coastitpents Built

147



C C C C
| | { |
w w W [A)
| | | I
g g o a o g
N\ FANEA N~ AN
oL W oKL W oOC VM D V&
pet 12wl ed pet 1z w8 ed
c. Function Words Inserted d. Stray Adjunctionte &
Cc C C Cc
1 { | 1
W w « .
| ped | A
o g 4 c 1Y o
K~ N\ N A~ N\
o Vv OC WM 6C C OC W
pet 2z w8 ed pet 2z wis ed

¢. Stray Adjunction to @ f. Delction of Unlicensed Segments

C C
| i
@ (4]
I /l ] '
o g g
IR~ AN
oe £ B WM

The derivation proceeds as follows: beginning at partial Phonological Representation (a),
prosodic constituents are built (b, function words and inflectional affixes are inscried (C); stray
segments are adjoined to syllables (d); stray sylisbles are adjoined to wonds (e); scgments that
are not prosodically licensed are deleted (f); and regular phonological rules such as voicing
assimilation apply (g).

The ‘reduction’ of function words in fast speech on this view is not accomplished by a
reduciion sule but by a ruk: that saves prosodic strays. The process is characierized not as onc
that destroys structure and deletes information {reduction’) but one thal preserves structure and
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retains information, The number of syllables and prosodic words is undiminished from the
time function words are added to the surface representation; reduction is thus a method of

retaining the maximal amonnt of information with the miniral amount of work.

Reduced function words in Ancient Greek

There is a process in AG traditionally referred to as Crasis (mingling') in which the final
vowel of a function word coalesces with the initial vowel of ihe following word (Smyth
1920:§173; Vendryes 1945:5320; Bally 1945:5237; Allen 1973:228; Sommersicin 1973:59,
etc.). Crasis is similar to the reduction of English function words and can be modeled using
{he same underlying structure used for English reducible funciion words. An important point
to notice is that the output of crasis has one Jess syllable than the input:

(34) Crasis
a, to 6noina > todnoma (o+0=0u)
the name
b. tée heeméra - theeméra (ee +ec=0ce)
the day (dative) .
¢. prdérgon - profirgou (o+e=ou)
for use ‘useful’

Crasis is merely the prosodic incorporation of a function word into a following word: it
follows straightforwardly, via stray-adjunction, from a representation in which the function
word consists of only a syllable (cf. English son-reducing function words). Consider the
following, somewhal truncated, derivation:

{35) Derivalion of provirgou < /prd ¢rgow/ 'for use'

(A ] @
N\ /N
aga g 3 g O

VAN
veew v Voow
ergou pro ergou

a. Partial Phonological Represeniaiion b. Functioa woeds inserted
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W W
a7\ N\
g a ¢ c a
FANVAVAN VANV AN
oy VCOwW CCWVC CW
pro ergou prourgou
¢. Stray-adjunction to wa d. 'contraction’

As the derivation makes clear, crasis has two parts: the incorporation of the stray syllable into
the following word and the contraction of the (now-)adjacent vowels, For comparison,

consider the derivation of & phrasc with a consonant-inital content word:

(36) Derivation of pro phdbou ‘for fear’

w [A]
N\ AN
g O a g o
PASTAYA
cvow oV CVEW
phobou pro phaobou
a. insert content words b. insert function words
[ )
P AN
g g a
FANIVAYAS
v oveow
pro phobou
c. stray-adjoin as d. 'contraction NA~

Contraction caanot apply because its structural description (w-internal adjacent vowels) is not
met. )

Crasis occnrs withia Clitic Groups as defined by Hayes (1989): a content word and
adjacent function words (the same process occurs word-internally; this will be discussed
below). Examples of the different parts of speech to which words undergoing crasis belong
bear this out. Crasis ocours between a definite article and the noun that follows, between a
relative pronoun and the woed which follows, etc..
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{37y Domain of Crasis ("." represents syllable boundary)

a. definite atticle
[th &.1a] > tadlla {a+a=aa)
the others

b. relaive pronoun
[hd e.go] - haagé (a+e¢=an)
which I

¢. pronoun
le.gd Gida] -»> egéoida {0 + ol = oci)
1 think

d. enclitic prohoun
[soi es.tfl > soust (0i + ¢ x0u)
yowdat is

d. vocalive particle
[60 d.per] > Goner (00 +4 = 00)
O man

¢. prepostion
{prd é.khoon] -» prod.khoon {(o+ec=0u)
for having

f. conjunction
[kaihiketedete] -> khiikewdels (ai+i=ii)
andt beseech:2sg

Crasisappliesmlhehoundarybelmnamncﬁonwoxﬂaudacnmcntwmd.hnnmm
the boundary between two content words:

{38) Domain of crasis

a. FW CW tée hee.mé.ra =» thee.mém
the day (dative)

b. ‘CWHICW  tée dekitec hee.méra #>  “éedekitbeeméra
the tenth day (dative)

The domain of crasis is thus intemal to the the clitic group.

Thcdomainofcommiomlhusub-pmﬁmmwhkhadjmymhoMisme
pheaological word . This is made evident by the fact that coatraction applies not only in the
environments in (39), but also across woed-iniemal morpheme boundaries:

{39) Contraction
a gira+a > ghran (a+a=aa) cfiadla
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b, tim4 +ete > timdate (a+e=aa) cf haagé

c. deel6 + oo > deeléo (o +00=00) cf.cgioida
d. heéroo +a - heéroo (oo +a=o00) cf.doner
c. edetlo+c = edeclon {(o+e=ou) cf proikhoon

“There are & few minor differences between crasis and such morpheme-boundary contraction,
but they need not concem us here; a fFull discussion is found in Sommerstein {1973). His
conclusions, bowever, are worth noiing:

For the mos! part the rules determining the output vowel [of crasis—C] are the

same as for nommal contraction, and for this reason the best way of accounting

for the general phenomenon of crasis is to have a rule, earlier than Contraction,

reducing the word boundaries within such phrases...to formative boundary so
that Contraction can operate. (1973:5911)

If AG function words arc entered into the derivation of a sentence not as words but as
syllables, as I argued above for English, Sommerstein's special rule reducing the word
bmmda:ybetweenaﬁmctionwo:dmdan adjaccal content word £o a mere formative boundary
is not needed. The effect of the sule follows from the underlying status of function words as
mere tyllables rather than prosodic words,

Reduced function words in Latin
Latin also has a number of function words with reduced forms. Due to the conservative narre
of Latin orthography, however, these reduced forms are preserved only in comedics, which
were meant to capture the spoken language of the day. The reduced forms which follow all
come from the plays of Plautus, but similar forms can be found in the works of other authors
who wrote naturalistically,

Vowel-initial forms of the copula are regularly enclitic on the preceding word. When the
preceding word is vowel final, the initial vowel of the eopulai.gdehwd.

¢. staltas < siuliaes *you are stupid’
f. tules < futees ‘thout thee at’

(n.b.: final -um represents a nasalized vowel.) Like Greek crasis, this process involves a
sylisble-sized function word (est, £5) being adjoined to the w that dominaics 8. conlent wond--
the second of two adjacent vowels then deletes. In a few cases (¢, d, f), two function word
syllables are joined together and adjoined to a word. Example (c) is particularly intercating in
this regard as it apparcntly iavolves the adjunction of foar fonction words to & single content
word. The full context of (c) is given below and derived in (42).

(41) sist quod mihi cor
if-is a to me heart

‘If | have a heart’
{(42) Derivation
[5] [H] [A]
I PR
o 0O o 60 QT g o o OO0 QG o g o OG0

si est quod mihi cor si est quod mihi cor 5i st quod mihi cof
a. Function words inserted b. Adjunctionto @ ¢. vowel deletion

In addition to these enclilic fonmoftheoopuh.l.aﬁnhuapmcliﬁc,sii'if‘ that undergoes

the same process:

(43) a. sodes < sii audes ‘if you please’
b.- softis < gii vultis “if you (pl) wish®
c. siis < gii viis if you (sg) wish'

Note that intervocalic v [w] deletes in (b) and (c). In (43) it is the first vewel (the vowel in sif)
which deletes. What es, est and sif bave in common is thus that their vowel deletes in
deference, as it were, to the vowel of the clitic group host (the contens word).

Latin also has an enclitic (ne ‘not’) that roduces 1o a non-syllabic form. It can be analyzed
like English is and has, i.c., # consisting undeslyingly of unsyllsbified strings.

(40) a.  acceplumsi < acceptum est ‘is accepted”
b. lub;dost < ll_:bido esl demre u.s...' (44) a. dixin < dixine *haven't I tokd (you)?
c.  sist < siest - 1_.f(x? is a  ain < alspe *dou’t you sayT"
d. mihist < mihiest *is mine’
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b. scin < scisne *don’t you know?" ) . i it of . : :

c. . < polisne aren’t you able? LOLI allows us ta derive the invisibility o function words tather than stipulate it. The
e. audin < audisne ‘don’t you hear?’ phonological strings that make up function words are “iavisible’ to prosodic constituency
A derivation for scin is given below. ’ formation rules because they are not there whea those rules apply.

(45) Derivation: scin < scis ne

w0 [A] w W
| | | |
a a o . o
M ™~ ~
CCcve CV Cccve Ccv ccve C© ccve ¢ -
s ne scis ne scis & sci n

a. Function word insertion b. Adjucationto @ c. Deletion  d. Simplification
As before, the siray segments are adjoined 1o the syllable node dominating scis (b) and the
unlicensed final vowel in ne is deleted (c); finaly, tbe illicit coda -s is simplified to -n (d).

3.4 Conclusion

Speakers of a language can memorize all the (uninflected) words in their language and the -~
stress patterns that go with them. I3 a language such as English, they probably do. Bul

speaker cannof memorize ail the sentedce in their janguage an:i thus cannot memorize the

intonational patterns that go with scntences. Thus, although the prosodic constituency of

words can be memorized, the prosodic constituency of sentences cannot be. It must be

generaied on Line each time a speaker utlers a senlence.

For this reason, the nles which translate syntactic structure 1o prosodic structure saust be
maximally simple. Selkirk’s end-based theory of prosodic domains looks like a promising
characterization of the process a speaker uscs to map prosodic constiluency onto syntactic
constituency. And yel it contains an ad hoc stipulation that functicn words are invisible to
these rules; moreover, it is just this stipulation, the PCl, which altows the simple formulations
used in the end-based theory, Without the categorial invisibility of funciion words, the end-
based theory of prosodic constituents is a5 clunky and unwicldy as its predecessors.
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4. Word Formation

The 2 Lexicon Hypothesis makes strong predictions about what types of word-
formation processes should occur in natural languages. [n patticolar, it predicts that
content words and derivationsl affixes form a natural class in word formation and that
fanction words and inflectional effixes form another. This chapter will attempt io
substantiate that claim and thus provide support for the 2LH. 1 will argue that Affixation
is different in the Lexicon than it is in the Phrasicon (4.1); that Compounding is different
in the Lexicon than in the Phrasicon (4.2); and that other processes of word-formation
{acronyms, blends, etc.) found in the Lexicon are not found in the Phrasicon and vice
versa.  This amounts to saying that word-formation in general is different in the
Lexicon than it is in the Phrasicon, supporting the distinction betwecn the two lexicons.
An interesting result of the discussion in these sections is that some words are
hypothesized to be in both the Lexicon and the Phrasicon—this will be called the Double-
Listing Hypothesis. Finally, I will show that other types of word-formation including
blending, acronyms, pOrtmanicaix, eic. occur either in the Lexicon or the Phrasicon, but
gotin both (4.3, another claim that supports the 2LH.

4.1 Affixation

There is a vast lilerature on the differences between jnflectional and derivational

affixation (sec Scalise 1984, Anderson 1988 for overviews). Anderson (1982:) has

defined inflectional morphology as "what is relevant to the syntax". This notion was

refined by Emonds (1985), though I have disputed some of his conclusions. As discussed

above in Chapter 1, I will assume that inflection is “what is relevant to the discourse” in
The rest of this section adds additional evidence for a distinction betwecn derivation
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{affixation-in-the-Lexicon) and inflection (affixation-in-the-Phrasicon). My general
claim will be that derivational affixation is restricted 10 content words; only fuaction
words that are doubly listed in both the Lexicon and the Phrasicon undergo the type of
affixation found in the Lexicon. The rarenesa of derivational affixes that attach to
function words is taken as strong Lsuppon that derivational affixes and function words
pever 'meel’—i.e., that they are in different lexicons. Infleciion, on the other hand, sees
both content words and function words, though a language with improverished
morphology, such as English docs not show this. Ancicat Greek and Latin, however,
provide sbundant evidence of inflected function words.

4.1.1 Affixation in the Lexicon

Derivational affixes create stems from roois or from other stems. Unlike inflectional
affixes, they may change the category of the words or rools to which they attach: -mess
atiaches to adjectives to form nouns, -able anaches 1o verbs to form adjectives, -ai
aitaches to nouns lo form adjectives. Most languages place  rather severe trestriction,
however, on both the input to and the output of derivationa] affixation: derivational
alfixes generally take only contenl word stems (CWs) and yicld only CWs (1a).

(1) Affixation: input, output

input oulput
a. CW + deraffix = CW COMMON
b. CW + deraffix = FW RARE
c. FW + deraffix = CcwW RARE
d. FW + deraffix => FW RARE

What is not generally found are affixes that take CWs as input and yicld function words
(FWs) (1b), affixes that take function wonds as input 2nd yield contcat word stems (Ic)or
affixes that take function words as input and yicld other fuaction words (1d):

Evidence for (1a-d} will be drawn from Englisﬁ. Ancient Greek and Latin, Note that {1b)
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and (1d) are related to the claim that funclion words in most languages are ‘closed-class’:
speakers rarely make up new function words From old function words of from old conient
words. On & model of grammar in which all words and affixes of a language are stored
and processed in the same componenl, the situation described in (1} is curious. Why
should derivational affixes attach only to conient words and their roots? And why
shouldn't derivational affixation result in the creation of function words?

The 2 Lexicon Hypothesis allows the generalizations in (1) to fall out as a natoral
consequence of the form of the grammar. On the 2LH content words and derivational
affixes are stored and processed in the Lexicon while function words and inflectional”
afﬁmuesmmdandpmwssinmethﬂm(z).

(2} The 2 Lexicon Hypothesis

Lexicon

Content Words (dog, eat, blue, yesir,Tay, elc.)
Derivational Affixes (-ity, -ness, e1c.)

t

Phrasicon

Function Words (the, and, to, if, e1c.)
Inflectional AHixes (-5 "plural, -ed 'past’, eic.)

The form of the grammar in (2) derives the obscrvations in (1) as follows. (a) CW stems
may appear as inpul 1o dcri\:alional affixation. Derivational affixes have access to CW
stems because they are in the same component of the grammar. (b) The outpul of
derivational affixation is limiied 10 CW stems. “The creation of FWs in the Lexicon
would violate the 2LH, since FWs only appear in the Phrasicon. (¢, d) FWs may not
appear as input to derivatiosal affixation because FWs and derivational affixes are in

different components of the grammar. According o the 2LH, function words and
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derivational affixes never ‘meet’: derivational affixation occurs only in the Lexicon and
thus excludes function words in principlc.

Generative ireatments of English morphology including Aronoff (1976), Selkirk
(1982), and Scalise (1984) stipulate thal derivational affixes attach only 1o N, A, and V
and that the output of such affixation is always N, A or V. These are the claims behind
(la) and (1b). (1a) allows the types of affixation shown below:

@ CW + dey > CW  exampks

N + der > N king-dom

N + der > A education-al
N + dex > V motor-ize

A + der > N fastidious-pess
A + der > A green-igh

A + der > V short-en

V + der > N invent-ion

V o+ der > A like-able

VvV o+ der >V re-arange

Other languages show the same pallerns. Ancient Greek and Latin also productively
form nouns, verbs and adjectives siems from otber nou:L verb and adjective stems (see
Chaper 2 for lists); the process is very conunon in most languages.

(1) disatlows the types of affixation in (4). Such formations arc generally unattesied.

{4) Unattested fanction words created by derivational affixation

CW + der > FW CW + der > FW

N + der > Auxiliary *V 4+ der > Avxiliary
*N + der > Modal *y 4+ der > Modal
*N + der > Pronoun *y 4+ der > FPronoun
N + der > Anick *V ¢+ der > Ankle
*N + der > Conjunction *y 4+ der > Conjunction
*N + der > Comp *¥ + der > Comp

*N + der > Neg *W 4+ der > Neg

159



CW + der > FW

A+ der > Auxiliary
*A 4+ der > Modal

*A + der > Pronoun
*A + der > Aniclke
*A + der > Conjunction
*A & der > Comp

*A + der > Neg

{Prepositions will be treated separstety from other function words: “secd.d)

The 2LH allows us to derive the generalizations in (3) and (4) rather than stipulaie
them. Culy CW stems undergo derivational affixation because only CW stems are stored
with derivational affixes. FWs are excluded from derivational affixation by the form of

the grammar.

Problem cases
The 2LH incorrectly allows two sets of words to undergo derivational affixation: lexical
adverbs and irregularly inflected words. Lexical advesps like yesterday and twice are
stored in the Lexicon according io the 2LH (they are not defined purely by discourse
features, do not have reduced forms, are nol skipped over in the formation of prosodic
constituents, etc.) and thus should be eligible for derivational affixation, But they are not.
Itregulariy inflected content words (slept, fell, women, children) must also be listed in the
Lexicon but they 100 fail 1o undergo derivational affixation. The problem is shared by
other models such as Lexical Phonology: if these words are stored with dog and eat, they
should be able to undergo the same mosphological processcs.

Irregularly inflecied words are the easier case. They are memorized chunks that
include botb lexical and grammatical material that is no longer availabe for productive
processes in the language. In this, they arc similar to idioms. It takes two fo tangois a

memorized lexical chunk: modification of any of its pans is anomalous (*J¢ rook two o
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tango, *It takes wo fo waltz *J1's been taking two to tango for a long lime now, elc.).
JTust as we do not expect It 1akes two to tango 10 take derivational affixes like -fty and -
ness, we should nol expect memorized chunks like sleps and men to take affixes like those
in sfteepy and manty. Part of knowing the words slept and men involves knowing thal
they are fully inflected syntactic heads; as such they are a8 ineligible for derivational
affunﬁonafunyinnectedsymicﬁcphrmlikcmakammmga.

The same argument can be extended to lexical adverbs. If regularly formed adverbs
Jike quickly are inflecicd adjectives (scc Chapter 1), thea imegularly formed adverbs like
once and fwice must bear the same relation 10 one and two that slept and men bear to
sleep and man: ie., they are fully inflected syntactic beads that are memorized as chunks.
As such, they are ineligible for word formation proccsses. Just as a apeaker knows that a
sentence (however memorized) is not a siem, she knows that an inflected word (however
memorized) is not a stem. -

Most of (1a) and (1b), then, is straifghtforwardly modeled by the 2LH. Function
wordsamsmmdmdpmcemdinahxicnndisdmfromtheonethncontaMmmnx
words and derivational affixes. Content words thus form a natural class that is
susceplible (o derivational affixation, a process which turns CWs into other CWs. More
importantly, perhaps, the 2LH ties the exclusion of FWs from derivation to other aspects
orthcgnmmudiscuuedaheady:ﬂm.thuﬁmcﬁmwmdlandinfbdimﬂﬁﬁxum
not subject to minimal prosodic rquircments (Chapter 2) and second, thai function words
and inflectional affixes are ‘invisible’ to the construction of prosodic domains (Chapier
3.

It remains to be shown, of course, that function words as a class do not vndergo
derivational affixation; if they did, the 2LH would be severely nadesmined because
function words (stored in the Phrasicon) and derivational affixes (stored in the Lexicon)
should never 'meet’ according to the 2LH.
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Alffixes that derive wards from function words are extremely rare. (lc) and (1d)
{repested here) jointly state that function words are not the input to affixation thal derives
new words from old words.

(5) Affixation: input, outpul

¢ FW +
d FW +

der affix = CW RARE
der affix = Fw RARE

Modeling (5¢) and (5d) with a single lcxicon requires s;ame stipulation:  if
derivational affixes attach to some words in the Lexicon, why not to all? The 2LH, on the
other hand, captures (5¢) and (5d) straightforwardly: derivational affixes do not atiach to
function words becausc derivational affixes and function words arc stored and processed
in different components of the grammar.

With only a bandful of exceptions, content words in languages such as English,
Ancient Greek and Latin are never composed of a function word and a derivational affix
(=5c). ‘The 2LH comectly predicts the non-occurrence of the forms in (6):

{6) Content word types created by derivational affixation (* = unattested)

sAuxiliary + der > N *Auxiliay + der > V
*Modal + der > N *Modal + der > V
*Pronoun + der > N *Pronoun + der > V
*Article + der > N *Articke + der > V
*Conjunclion + der > N *Copjunction + der > V
*Comp + det > N *Comp + der > V
*Neg + der > N *Neg + der > V
*Auxiliary + der > A
*Modal + det > A
*Pronoun + der > A
*Article + der > A
*Conjunction + der > A
*Comp + der > A
*Neg + der .> A
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Alternative Explanations
1 have tried to argue that the non-occurence of ihe structures in (1b-d) above is evidence
for two Jexicons: the central fact here is that derivational affixes rarely aitach to function
words—-this is predicted by the form o_f the grammar given the 2LH, but must be
stipulated with a single lexicon.

Undoubledly, this sort of explanation will strike some 25 baroque. Isn’t an alternative
explanation is availabe that docs not require two lexicons. Perhaps something in the
nature of function words is responsible for their inability to host derivationst motphology.

Alternative 1: the Unisary Base Hypothesis.

Aronoff has argued that “the syntacticosemantic specification of the base, though it
may be more or less complex, is always unique” (1976:48ff). That is, an affix that
subcategorizes for, e.g., transitive verbs may not attach to nouns or adjectives and vice
versa. If the UBH is correct, it follows that any affix that snbcategorizes for nouns, verbs
or adjectives cannot attach to pronouns, modals, determiness, conjunctions, etc. The
restriction against [FW + der aff] would seem te follow from the UBH; if so, it adds no
independent evidence for the 2LH.

But this sort of syntactic feature argument does not g through. The claim in (1c-d) is
not that -ify, -able and -ness dolnot detive new words from function words but that o
affixes derive new words from function words. The UBH does net preclude affixes
whose sole fnction is to derive, ¢.g-, nouns from modals; ft merely precludes affixes that

attach to wards of one class from attaching to words of another.
Alternative 2: the Anaphor Hypothesis.

Postal (1969} argued that the inability of (at least certzin) function words to host

derivational affixes cores from their anaphoric nature. This is & semantic argument. On
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the basis of sentences like those in {7) and (8), Postal claimed that lexical items in general
are anaphoric islands, “where such an enity is a sentence part which cannol contain an
anaphoric element whose aniecedent lies outside of the pant in question and which cannot
contain the antecedent for anaphoric elements lying outside™.
(¢)] a. Max’s parents weren't married when he was conceived and yours weren’t
married then cither. .
b. *Max is a bastard and yours got married afierward too.

(8) & Max’s parenis are dead but my parents are alive.
b. *Max is an orphan but minc are alive.

Thus in (7b) bastard is 1aken to be an anaphoric island which contains the antecedent
(unmarried parents) for another anaphoric element yours, in (8b) orphan is an anaphaoric
island that contains the antecedent (parents) for mine.

Now consider the sentences below:

()] McCathy; was glad that himyites were in the majority in the room.

a

b. Troquoian; is such an interesting language familv that the number of
it;ists has been growing rapidly. ! ’

c. When Murphy; cntered the room all of the himyists began to applaud.

d. When be poked her in the legsy, the long-themed girl started to scream.

Anaphoric function words may not be embedded in morphological structure since any
embedding would make them anaphoric islands; if function words in general are
anaphoric, the prohibition against [FW + der aff] follows from the fact that derived words
are anaphoric islands. Again, there is no need for the 2LH.

While Postal's analysis holds for function words insofar as they are anaphors, it does
not mie out non-anaphoric aspects of function words. Function words are composed both
of anaphoric and non-anaphoric features. ke, for instance, has an anaphoric feature that
refers to a set of previously meationed non-participants in the discourse as well as gender
and number features that limit the referent to a single male member of that set. These

gender and number features are not anaphoric and can be used in forms like he-man,
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wheie the relevant feature of he is, say, [-female]) end she-wolf, where the relevant
feature of she is, say, [+female]. Thus while himite may oot mean ‘someonc who adberes
1o his way of thinking’, nothing prevents it from meaning, ¢.§., ‘somecone who adberes o
male ways of thinking’, ‘someone devoled to men’, eic.

Taking such non-anaphoric features into account, it is easy 10 construct any sumber of
a priori possible content words derived from function words. We can imagine an affix -
ark, for instance, that derives abstract nouns from modals:
{10) can-ark “potential’

will-ark ‘necessity’

won't-ark ‘impossibility”
should-ark  ‘probability’

ot affixes that derive nouns from auxiliaries (11), determiners (12) or pronominals (13):

(11) be-en ‘the present’
will-ert ‘the future’
was-ert “the past’

(12) the-ter *definiteness’
ater ‘indefiniteness’

some-ter ‘plurality’

(13) who-niss ‘character’
whal-niss ‘type”
when-niss ‘time
where-niss  ‘place’
why-niss ‘reason’
how-niss ‘manner

L]

or affixes that derive adjectives from deictic advesbs (14) or pronouns (15):

(14) here-an “close’
{here-an ‘distant’
now-an ‘contemporary”
then-an *archaic’
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(15) he-lic ‘male”
she-lic ‘female’
il-lic *inanimate’

or afTixes thal derive verbs from conjunctions (16):
(16) and-ler ‘add’
but-ler ‘subtract’
In short, nothing in the syntax or semantics of function words makes them uafit for

derivational affixation.

Alternative 3: the wHypothesis
A final possibility is that the phonology of function words, rather than their syntax or
semantics, is responsible for their nof hosting derivational morphology.

Inkelas (1989) proposes that affixes impose both morphological and phonological
requirements on their hosts. We might then propose that derivational alfix¢s impose a
minimal prosodic requirement on their hosts such that the hosl consist of al least a
phonological word @ (or Foot, or whatever). Since fuaction words generally do not meet
this minimal requirement (see above, Chapter 2), they will generally not be compatible
with the prosodic subcategorization requirements of derivational aflixes. Again, no
appeal to a second lexicon is necessary, since *|FW + der aff] is ruled out on
independently nceded grounds.

But this cannot be right. At best it would work for monomoraic a and the. But the
underlying status of a fucntion word like can (eal) is the same as that of a content word
like can (of soup)--namely, |kzn). Any affix that fails to attach 1o one should fail to

attach to the other.

Nor can the distinction be one of derived prosodic constituency. That is, one might '

propose that can (of soup) undergoes a rule of prosodic conslituency formation that
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makes it » freestanding phonological word; can (eat), on the other hand, fails to undergo
this same Tule (Chapler 3) and thus fails to become a [reestanding phonological word;
since derivational alfixes only attach 1o freestanding phoenololgical words, they cannot
atiach 1o function words.

The obvious problem here is that derivational affixes do not only attach to
freestanding words.  As Inkelas points oul, many derivational affixes subcatcgorize for
bound roots, i.e., for roots that may not stand on their own. Examples might include the -
fer of infer, transfer., confer, defer, the -mirt of fransmit, emit, permit, the -ology of
psychology, biology, phrenology, eic. And in a highly inflected word such as Auncienl
Greek or Latin, derivational affixes never attach 1o free-standing content words, since the
only [ree-standing content words are those that are inflected. In such a language,
derivation attaches to CW stems; the question remains, then, why desivation does not
attach to FW stems.

Morcover, the existence of inflected funclion words (¢.g., pronouns and articles) in
languages such as Ancient Greek (ho-s *who-nom’) raises another problem for a prosodic
analysis such as this, If inflectional affixes can altach to prosodically light steros, why
can't derivational affixes do the same? The problem is clearly not one of adding affixes
to light siems, but of adding derivational affixes to light stems, The best that a prosodic
analysis could do is stipulate that derivational affixes subcategorize for heavy stems.

I conclude that syntactic, semantic and phonological considerations are unable 10

independently rule out [FW + der aff] structures. Since the 2LH mules them oul

straightforwardly, 1 will 1ake the fact that they do not occur {or occur only very rarely) as '

suppurt for the existence of two lexicons in the grammar.

Prepositions and the Double Listing Hypothesis.

Following Emonds (1985), 1 have assumed that there are both lexical and grammatical
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nouns (joke, he), verbs (buy, be), adjectives Gmall, s0) and prepusitions {under, of). 1

follows (hat only some of these (joke, buy, small, under) should undergo derivational
affixation while others (he, be, so, of) should not. This is a distinctly different claim than
the one which states that only N, A, V undergo affixation. The 2LH makes a distinction
between content words and function words, not between {N, A, V} and {P, det, Neg,
Aux, Conj...J.

Pasticularly interesting is the split betwcen lexical and grammatical prepositions.
Pretheoretically, prepositons seem to fall between the cracks with respect to the
distinction between lexical and grammatical. On the lexical end are prepositions like
concerning and regarding (which contain verbal stems); on the grammatical end are
prepostions such as fo and of (which are hard 1o picture); siraddling the fence, as it were,
are prepositions like over and under (which are easy to piciuze, but hard to paraphrase).
Word-formation processes provide evidence that prepositions split into these three
categorics: those that are lexical, those that are grammaltical and those that are both.

Let us assnme, then, that some words way appear both in the Lexicon (as content
words) and in the Phrasicon (as function words). 1 will call this the Double Listing
Hypothesis (DLH) and define it as follows:

{17) Double-Listing Hypothesis:
Some words are listed both in the Lexicon and Phrasicon

The 2LH and the DLH, then, are meant (o account for a certain skewing in the
affixation of words in English. Whereas conient words receive derivational affixes very
commonly, only a small handful of function words receive them. Function words are
postulated on the 2LH to be in a component of the grammar (the Phrasicon) that
derivarional affixes have no access to. The few function words that do get such affixes
are postulated to be doubly-listed both in the Phrasicon (with oiber function words) and in
the Lexicon (with content words and derivational affixes). The 2LH models Lhe general
case, that function words do not undergo derivational affixation. The Double Listing
Hypothesis models the exceptional case, that a certain number of function words do
undergo detivational affixation.

I tum now to the affixai evidence for Double Listing. This falls into two class: affixed

prepositions (inner; outing) and prepositional affixes {under-achiever, outdo).

Affixed prepositions

If preposilions are stored and processed only in the Phrasicon, they should not bave
access to derivational affixes such as -ity, -able and -aess in the Lexicon. Bul this is oot
the case. Derivational affixes aitach to & number of prepositions 10 yield both nouns and

adjectives:

(18) Affixed prepositions: English

The Double-Listing Hypothesis (DLH) clearly weakens the 2 Lexicon Hypothesis in alter + most >  aflermost located nearest the end’ A
terms of the predictions it makes. The affixation of some prepositions in English, down + er > downer "barbituate” N :
+ wand > downwand ‘descending A ;
however, requites it. Fortunately, a number of independent considerations including the in + er = inner 'Jocated funther inside’ A '

split behavior of prepositions in compounding {below), in sentence-level stress (START), + ing > inning "period of a bascball game' N

+ most >  inmost *located furthest inside’ A

and in the speech of Apramnatics (Chapter 6) point to the same conclusion: svme + wad >  inward "located inside’ A

prepositons behave both like function words and like content words. The DLH is meant +y > iy ‘type of navel N

oil + ing > offing ‘distant part of the sea’ N

to model this. + ish »  offish ‘gloof A
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on + wad > onwasd ‘moving foward' A
out + age > oulage wemporary loss of clecisicity' N (20) Affixed prepositions: Latin
+ ur > ouler Tocated further outside’ A anl-ae against:f p ‘pillars’ N
ing > ouling ‘excursion’ N citer-ia this sideN:f sg *caricatore’ N
most >  outmost ‘ocated furihest ouside' A contraa-tietas apainst:NAf sg ‘opposition” N
wand >  outward ‘located or moving culside’ A conlraa-rius against:ADLM sg ‘contrary’ A
y > oy ‘type of navel’ N ex-ter Oul-DEIC ‘outside, strange’ A
~aver + age >  ovcrage ‘surplus’ N extraa-neus oumsidcADIM 58 “EXirancous’ A
under + Ling >  underling *inferior” ) N extiaa-rius outside:aDEm sg  ‘extemal’ A
up + er > upper ‘amphetamine’ N inter-ior inside COMP: ‘interior’ A
+ ish > uppish ‘arrogant’ A inter-iores insidecomMr:m pl  “those who five further inland” N
+ ity > uppily ‘arvogant’ A post-eri after:N:m pl ‘coming generations’ N
4+ most >  upmost "located nearest the lop' A post-eritas after:N:f sg *posterity’ N
+ ward > upwanrd directed to a higher place’ A prop-inquaare near:vinf ‘hasien’ v
The data in (18), then, provide a modicum of evidence that at least after, down, in, off, on, prup-muitas nearA:lsg ‘ncamess’ N
prop-inquus nearAm sg ‘near’ A
out, over, under and up are listed both in the Lexicon (where they take derivational subler-nus beneath:A:m sg ‘beneath’ A
affixcs) and in the Phrasicon (where they may vndergo late lexical insertion). s“p“'hf's overA:D 5§ ‘an:ugant A
super-nilas overN:f sg ‘height’ N
Affixed prepositions also occur in Ancienl Greek though perhaps somewhat SUpLr-NUS over:-ADEm Sg ‘upper’ A
freyuently than in English: , ullc.r-wr beyond:COMP *on the funher side’ A
olt-imus beyond:SUPER ‘extreme’ A
(19) Aflixed prepositions: Ancient Greek -
anti-dzdoo  against:Vils ‘meet face to face’ v Prepositional uffixes
ami-doo  againstvils *go 10 meet” v . . )
antf-os againstN:m 58 distant’ A Prepositons may also serve as prefixes in these languages. This serves as gdduional
en-tea inNen pl ‘entrails’ N evidence (hat prepositions are stored in the Lexicon, where they may be prefixed to
epi-ssai ppon:N:f pl *early-born’ N
kat-ooteros downCOMP:m 5§ ‘lower’ A content words. \
kat-cotatos downSUPER:M 58 Towest’ A (21) Prepositional affixes: English ,
mela-ssai  afterN:dApl “late-born’ N after afterndon N !
pros-thios  towandsADV.m 5@ *foremost’ A down downcéunt A !
thatodreros ‘lower’ and katodtatos ‘Jowest” are formed from comparative and superlative in inwrbught A ;
off offlimits A ,
stems (respectively) as if from an adjective kara- meaning ‘Jow'; kata does nol oceur as on onbdard A
an adjective on its own, prosthios is built from an adveshial stem pros-thio- “owards".) out outlast v
) over overconiident A
Lalin has affixed prepositions as well, mostly abstract nominals and adjectives. avertal v
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under  undergé \'
underdidne A
up updite v
upstdnding A

Prefixal prepostions may be distinguished by the stresslessness of the preposition: upddre
(prefix) vs. sipchuck(compound).

Such a diagnostic is not available in Ancicnt Greek and Latin, but prefixal
prepositions can often be distinguished by their non-locative semantics. Consider the
following, where the contribution of the prefixed preposition is indicated by the italicized

part of the gloss.

(22) Prepositiona! affixes: Anciemt Greek

ani ‘up” ana-poéin “breathe again®

apd *from’ ap-anaaliskein ‘utterly consume’
did ‘through’ dia-phiheirein “destroy completely
en ‘in’ en-galdan ‘laughat’ -

ek ‘ot ck-didiskein “tcach thoroughly’
epl *on, by’ epi-kniplein *hide well’

kaid ‘down’ kat-esthiein ‘eat up’

pard *by, near’ par-akotein ‘mis-understand’

Thus and ‘up’ adds a repetilive meaning when prefixed to préin ‘breathe’, apd adds a

completive meaning 10 anaaliskein ‘consume”. The same applies in Latin:

(23) Prepositional affixes: Latin
ab

“from’ ab-sorbere ‘soak up’
ad ‘toward’ ad-amaare ‘love deeply’
anie ‘before’ anie-ponere *prefer’ (lit: “put belfore™)
ex ‘out’ ex-lex ‘lawless
inter ‘between’ inter-cludere “shut our’
ob “from’ ob-audire *obey® (lis: “listen from’)
prac “in front of  prac-allus ‘very high'
pro *‘in front of  pro-legere *protect’
sub ‘under’ sub-acer ‘somewhat sharp
super ‘over’ super-figere ‘Tasien up”
172
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Affixed prepositions and Aprcpusilional affixes both indicate that al least some
prepositions are susceptible lo derivational affixation. On the model of grammar
advocated hers, this is seen as evidence that these prepositions zre lisied in the Lexicon
{whure they may seceive derivational affixes) as well as in the Phrasicon (where they feed
late lexical insention, cic.).  These prepogitions are presumably listed as bound roots in
(he Lexicon, or as affixes. 1 is of course possible that all prepositions are doubly-listed,
though the evidence does not favor this.

Some prepositions scem lo be purely grammatial and they serve neither as affixes nor
a5 rools for affixation. §n English af, for, with and fo are likely candidates: the fact that
none undergoes affixation nor serves &s an affix may be taken as evidence that these
preposilions are aof doubly-listed in the lexicon. Similarty for Ancicnt Greek anéu
-without’, dkhri ‘until’, mékhri ‘as far as’, héneka *on account of', and Latin apud
*among’, cum ‘with’, sine ‘without’.

Other prepositions scem to be purely lexical. English concerning and regarding are
deverbal prepositions and thus likely to be in the lexicon rather than the phrasicon.
Ancicni Greek bas denowinal khdrin ‘for the sake of’ (acc sg of khdris ‘gracc’) and
dikeen ‘alter the manner of’ (acc Sg of dikee *right). And Latin has secundum ‘pext to
(sequor ‘follow’), versus «owards' (verso ‘tam’), fenus ‘up to, as far as” {teneo ‘hold’),
and pone ‘behind’ (ponere *place, put’).

Affixation provides a preliminary partition of prepostions into purely lexical
{regarding), purcly grammatical (of) and doubly-listed (under). In the next section,

compounding will be shown to make essentially the same partitioning in each language.

4.1.2 Affixation in the Phrasicon

The foregoing section has sought to show that derivational morphology is restricted to

" gtems that are listed in the Lexicon. In the gencral case, ie., omitting doubly-listed

B
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words, this means that derivation attaches ooly 1o content words. 1 have tricd to show
that this follows straightforwardly from a 2 Jexicon grammar in which the first serves as
input to the second: words in the Phrasicon do not serve as inpul 1o the Lexicon,
predicting that derivational affixes will not attach o function words.

But notice that nothing in the 2LH predicts that function words should not take
inflectional affixes: indeed, if function words and inflectional alfixes are stored in the
same component of the grammar (like content words and derivational affixes), we expect
inflected function words.

English is not a highly inflected language, but it does have some inflected pronouns
{see below) and prepositions. Inflected prepostions are those that take the adverbial

affixes -wards (homewards, northwards) and -ly (quickly).

(24) Inflecied prepositons

after + wands > afterwards ‘subscquently’

down + wards > downwards  'descending-ly'

in + wards > inwands ‘toward the inside’

on + wards > onwards ‘forward’

out + wards > outwards ‘exiernally’

up + wards > upwands ‘toward a higher place’
over + ly > overly "o an excessive degree’

{Recall from Chapters 1 and 2 that adverbial affixes are treated as inflectional.) More
highly inflected languages like Ancient Greek and Latin have a number of inflected

functioa words.

Inflected pronouns

Consider the following pronouns from Ancicat Greek and Latin,
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(25) Inflecied prononns: Ancicnt Greek
‘who, what' (interrogative)

g pl
masc/fem nom ti-s tin-cs
gen lin-0% tin-oon
dat un-i t-si
acc tin-a tin-es
neuter nom i tin-a
' gen tin-0s tfn-oon
dat tin-i 1f-5i
acc t in-a

*‘who, what' (relative pronoun)

g pl
masc: nom hé-s ho-{
gen hé-u h6-on
dat hé-oi hé-is
ace hé-n ho-ns!
fein: nom hed ha
gen hée-s h-Gon
dat hée-i ha-is
ace heé-n ha-is
neut: nom hé hd
gen hé-u hé-on
dal hé-oi hé-is
acc hé hi

(26) Inflecied proncuns: Latin
*who, what’ (relative pronoun)

masc nom qui-i qui-i
gen cui-us quo-otum
dat cui qui-bus
ac que-m quo-s
abl quo-0 qui-bus
Jem nom qua-¢e qua-¢
gen cui-us qua-arum

1 The -n- in underlying ho-ns is lost with compensatory lengthening to yick] surface
[héus); deletion of the nasal occurs in other forms as well (Ms < tin-s, ete.).
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dat cui yui-bus
e Yui-m qui-s (28) Inflected demonstratives: Lutin
abl qua-a qui-bus *that* (demonsirative adjective)
neut nom quo-d qua-e e p!
gen cui-us Yuo-orum mase: nom ille illi-i
dat cui qui-bus gen illii-us illo-orum
acc quid quo-s dat ili-i ili-is
abl quo-o0 qui-bus ®e illu-m ilto-o0s
Inilecicd pronouns in English are less common than in Ancient Greek or Latin, Many abl illo-o illi-is
fem: nom illa illa-e
case-forms of pronouns in English are suppletive (I, me, we, us). Inflectional affixes can gen iHii-vs jlla-arum
still be seen, however, in who vs. whose vs. whom where the [z] and |m] mark possessor dat iti-i ili-is
ace illa-m illa-as
and object case, respectively; and perhaps in you vs. your. ahl illa-a illi-is
neut: nom illud illa
_ gen iMlii-us illo-crum
Inflected determiners dal iti-i ilii-is
Inflecied articles and demonstrative adjectives have been lost in English but are [ amiliar ac illu-d idla
abl illo-o illi-is

from languages like German, Spanish and French: e.g., German *a’ ein{m), gine(f), ¢in

(0); this” dieser (m), diese (f), dieses (n). Ancient Greek an.r in inflected determiners Inflected grammatical adjectives

include the following. Pussessive pronominal adjectives in these languages take the same agreement affixes as

(27} Inflected anticles: Ancicnt Greek other inflected adjectives.

'the’ (definite article)
{29) Inflected pronominal adjectives: Ancient Greek

sg ol ; -
Mmasc: nom ho bo-i ‘my’ (pronominal adjective}
gen 6-u té-on 58 o
dat 16-0i 16-is mase: nom emd-s emo-{
ace 1é-n lo-1i8 gen emdé-u emdé-on
fem: oom hee haf dat emd-o emo-is
gen tée-s té-on ac emG-n emo-ds
dat tée-i th-is fem: nom emed ema-f
acc teé-n tad-s gen cmée-s emdé-on
neul: nom 16 14 dat emée emé-is
gen 16-u 16-on ac emeé-n ema-fs
Cdat -0l 16-is ncol: nom emd-n emd
ac 16 1A gen emé-u emob-on
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‘my" (pronominal aﬂjeclive)

sg I

masc: nom meu-s mei-i

gen mei-i meo-0rum

dsat meoa-0 me-iis .

acc meu-m meo-0s

abl meo-o m3-iis
fem: nom mea nwa-&

gen mea-¢ nxa-auim

dat mea-¢ me-iis

acc mea-m Hca-as

abl mea-a me-iis
neut; nom meu-m mea

gen mei-i meo-oruim

dat meo-0 me-iis

acc meu-m mea

abl meo-o me-iis

Despite the limited number of inflected function words in English, morc highly
inflected languages like Latin and Ancient Greek are full of them. Thus the prediction
made by the 2LH, that funciion words and inflectional affixes should combioe, is bome
out. The {near-Yack of inflected funclion words in English only reflects the impoverished

inflection system in that language.

Summary
There are two kinds of words (content, function) and two kinds of affixes (derivation,
inflection) in a language like English or Latin, We thus expect four kinds of affixed

words, as follows:
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dat cmé-o cand-is (31 Word-Alfix combim;xinns
ace emo-n emi Derivation  Inflection
Content Word CW +der CW + infl
(30) Inflected pronominal adjectives: Latin Function Word ~ =--ecereres FW +infl

In a aumber of languages, however, we find the bottom-lefi cell unfilled. Since this is a
robust phenomenon, we wauld Jike something in the grammar to account for it naturally.
The 2 Lexicon Hypothesis allows us to accoum for the emply cell in the following way.
Content words and derivation are stored in the Lexicon, function words and inflection in

the Phrasicon; the Lexicon feeds the Phrasicon.

(32) The 2 Lexicon Hypothesis

Lexicon

Conlent Words (dog, ¢at, blue, yesterday, elc.)
Derivational Affixes (-ity, -ness, etc.)

!

Phrasicon

Function Words (the, and, to, if, etc.)
Inflectional Affixes (-s ‘plural’, -ed "past, etc.)

Content words and derivational affixes meet in the Lexicon (CW + der); funciion words
and jaflectional affixes meel in the Phrasicon (FW + infl); content words (more precisely,
stems) and inflectional affixes meet when the output of the Lexicon i input to the
Phtasicon (CW + infl). Since the Phrasicon does not feed the Lexicon, function words

and derivational alfixes never meet (*EW + der).

4.2 Compounding

In addition t¢ affixation, most languages also form new words by compounding, adding & -

word 1o a word to form a new word, Compounding differs from affixation in that both

items that undergo the process are words. This section will Iook into compounding as it
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occurs in English, Ancient Greek and Latin. 1 will try to show that restrictions on with CWs is both recursive and productive, but compouading with only FWs is neither

compounding further support the sepasation of the vocabulary inte 2 lexicons. recursive nor productive. These and other considerations lead to clear distinction
The evidence is of two types: the first involves the inpuf lo compounding, i.c., which between compounding—in-the-[.exicon and compounding—in-the—l’hmicon, a distinction
words can be compounded with which words. The second involves the outpul of that adds considerable weight to lhe?LH.

compounding, i.e., the properties of compounded words.

Input restrictions on compounding involve a general (though not absolute) prohibition 4.2.] Compounding in the Lexicon
on compounding CWs with FWs: compounds like *dog-the, *ifred, *of-eaf, etc. are not In English, Ancient Greek and Latin, content wotds enter into compounds only (a) with
encountered in aoy of thesc languages. This is predicied by the 2LH if compounding other content words and (b) with 2 small set of pronouns and prepositions. () follows
only applies to words that eccur within a single lexicon: e.g. dog and the are in differemt directly from the 3LH if we assume that compounding occurs only within a single
lexicons and therefore cannot undergo the same word formation process. In its most lexicon: il comient words and function words are stored and processed in separate
general formulation, the JLH allows FW/FW and CWICW compounds only; both of lexicons, a compounding rule which 'sees’ onc will necessarily not "see’ the other. (b) is
these will be shown to be quite common. More importanily, it will be shown that compalible with the 2LH given the Double Listing Hypothesis: only those prepositions
FW/FW compounds have a number of different featurcs than CW/CW compounds: this and pronouns that are lisied both in the Lexicon and in the Phrasicon may undergo
will be taken as evidence that compoundiag-in-the-Lexicon and compounding-in-the- compounding with content words--FWs that are aol doubly listed will mot eater into
Phrasicon are different word-formation processes and thus as evidence for the 2LH. compavads with CWs.

The double-listing hypothesis (DLH) introduces an interesting twist: words that are
doubly-listed in the Lexicon and Phrasicon (c.g.. after, down, in, off, on, oul, over, up) Input restrictions on Lexical compounding *
should be able to undergo compounding both with CWs that appear only in the Lexicon 1t has oftcn been claimed that pboth words in an English compound must be N, AVorP. i
and with FWs that appear only in the Phrasicon; this prediction is generally bome goi. Thus, Selkirk states that ' i

Function words that were hypothesized to be doubly-lisied becavse they took derivational Compounds in English are 2 type of word structure made up of two

affixes are shown to undergo compounding both with content words (in-depth, in-lay, constituents, each belonging to one of the categories Noun, Adjective,
. . e : Verb, or Preposition. The compound jiself may belong to the category

selfabuse, seif-aware) and with function words (withirs, info, herself myselp. Noun, Verb, of Adjective. (1972:13)

Qutput resirictions on compounds differ greatly depending on whether the compound But such a claim i 100 StTONg: i rules out compounds consisting of ladverb + Cw] and

1
i tion has in i . lish, for i 2 W i
in question a content word in it or not. In English for instance, FW/FW compounds |pronoun + CW of the type shown below. -

generally have a [0 1] stress contour (within, himsélf), whereas CWICW compounds

gencraily have a |1 2} siress contour (bdby-sis, movie-ticket). Similarly, compounding
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(33) |adverh + CW] compounds: English
well  well-bred, well-endowed, well-meaning,
ill ill-advised, ill-bred, ill-conceived, etc.
ever

T L J

—J

well-wisher, ete.

ever-green, ever-lasting, everpresent, ctc.

far far-fetched, far-reaching, far-seeing, far-sighted, eic.

hard

{34} {pronvun + CW] coinpounds: English
all all-American, all-consuming, all-se¢ing,

hard-working, hand-hitting, hard-wired, hard-camned, etc.

all-imporiant, all-seer, etc.

sell  self-getermination, self-destructive, sell-love, self-made, self-seeker, elc.

Similar facts obtain for Ancient Greek and Latin:

(35) |adverb + CW) compounds: Ancient Greek

eu ‘well’ en-tukheds *happy'

dys- “ill” dus-tukheés ‘unhappy’

aci ‘ever’ aei-khr6nios ‘everlasting”
pdlai long ago*  palai-geneés ‘bomn long ago’

(36) [pronoun + CW] compounds: Ancient Greek

pan “all’ pan-atheénaia ‘all-Athenian’
pan-agros ‘ali-caiching’
auto ‘el asto-ktonos ‘self-slaying’

auté-noos “sell-willed’

(37) (adverb + CW] compounds: Latin

bene ‘well’ bene-diclio *praise’
male ‘ill’ male-factor ‘evil-doer”
diu ‘long’ diu-tinus ‘long-lasting’

(38) [pronoun + CW] compounds: Latin

omnis ‘all” omnipoiens *all-powerful”
" omni-parens ‘all-producing’
se *self” se~cubo ‘lie alone’

se-ciudo *shuf off, sechude’

(lit: “well-chanced"}
(lit: “ill-chanced’)
(lit: ‘ever-limed’)

(lit: *well-specch’)

The constituents of a compound, then, may bc one of {N, A, ¥V, Adv, Prepostion,

Pronoun}, at Igast for certain adverbs, prepostions and pronouns. Except for the

promouns, this is exactly the sct of Jexical iterms now contained within the Lexicon
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according to the 2LH, augmented with the Double-Listing Hypothesis. If we assume that

il and seif are also doubly listed in these languages, we may state the restriction on

compounding as follows:

—J 3 L]

{39) The input to composnding-in-the-Lexicon consists oaly of the words in the

Lexicon.

{Some support for the double-listing of self comes from the fact that it may take

derivational affixes, at least in English (sclfish, selfless); all has no such additional

evidence for double-listing.)

Note that (39) does not predict that all prepositons and pronouns may be compounded
with CWs, but only those that are in the Lexicon. OF the 40 or o prepositions in English,

half do not occur in compounds at all; another group occur in only one or two

compounds:

(40) Prepositions that do not undergo compounding

across beneath for
against beyond from
around but of

at during round
below excepl since

il

o
towards
until
with

(41) Prepositions that non-productively undergo compounding

above above-boand, above-ground
about about-face

along alongshore

amang alongside

before beforchand

behind behindhand

between hetween-times

like like-minded

through through street, through-way

Whether the prepositions above are listed in the Lexicon as well as (he Phrasicon i8 an
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(43) Possible types of compounds predicted by 2LH/MDLH

open guestion; but it is significani that nene of these preposilions oecur with affixes.
+) N v A Adv P Prep

Now consider the prepositions that do actively undergo compounding with CWs: N + + + + + *
v + + + + + +
(42) Prepositions that actively undergo compounding with CWs Adj + + + + + +
afler  afterbinth, after-bumer, aftershock, afterglow, afier-houts, ete. Adv +  + + + + +
by by-clection, bygone, bylaw, byline, bypass, by-product, etc. Pro  + + + + + +
down down-lown, down-play, down-beat, down-stairs, down-grade, cic. Prep + ¥ + ¥ + +
in inbreed, income, inweave, input, inboard, incoming, inbred ¢ic. . . . )
off  offspring, ofiset, offshoot, off-color, offhand, offshore, ¢tc. {Recall that 'Prep’ here stands oaly for those prepositions postulated (o be in the Lexicon; '
on  on-locker, on-line, oncoming, ongoing, on-stage, onshore, eic. likewise ‘Pro’ stands only for all and self) Only a subset of tbesc arc aciual compounds
out  outhouse, oubreak, cutrin, culset, outspoken, outright (adv), etc. o
over - overabundance, overtime, overachieve, overactive, overlay, elc. in English:
under undercoat, underachieve, understaffed, under way, underframe, €ic. )
wp  uprooi, upstroke, upsiage, upsircam , upkeep, upbeat, upshat, elc. (44) Attested English compounds
Nouns Verbs Adjectives  Adverbs Pronouns  Prepositions
This Iist is almost identical to the list of prepositions that take affixes {only by and under N book-siore  sky-dive sky-blue . . runoer-up
do not occur with affixes). Thus the double-listing of a large number of prepositions is 4 crysbaby @ i g cuct-all ddve-lo
. ] Adj  blacksberry # grey-green 8 # black-out
supported both by affixation and by compounding. Adv  wellpwisher  ready-made  welkfounded 8 ’ right-0n
Ancient Greek and Latin show a similar pattern. The prepositions that actively Pro  aliastac sclf-acnualize  all-merciful - aliight ’ i 3
Prep  underpshirt over-feed In-grown downsight ) [

compound with coatent words {i) are essentially the same as thosc that are prefixed to
Similarly for Ancient Greck and Latin; both languages fill out most, but not all of the
content words and (ii) include those that take derivational affixes. Partial lists of these
predicted possibilites. The 2LH with double-listing thus allows slighily more than is
may be found above in (22) and (23). I have assumed here that a distinction may be :
actually attested in these languages.
drawn between prefixal prepositions and prepositonal compounds in these languages, as
. But it is important to sce a5 well what the 2LH wilh double-listing does not allow; for
in English {underpdid, dverkill). The only diagnostic for such a distinction is the
here its superiority 1o a single-Lexicon grammar is more evident. The 2LH and PLH, 45
semantics of the preposition: prepositions retain their normal semantics in compounds,
given so far, are not compatible with any of the following types of compounds.
but take on different semantics as prefixes. Thus {he claim in (i) is somewhal tenuous.

To review, the 2LH {with double-listing) predicts that the following types of (45) [CW + FW] compounds :
Noun-based Verb-based Adj-based Adv-based
componuds should bepossible in the English Lexicon: IN+ Aux] v+ Aux] A+ Modal] [Adv + Modal]
IN + Modal] [V + Modal] {A + Aux] |Adv + Aux]
N + Detl v +Det] {A +Det] jAdy + Det}

[N + Conj] [V + Conj] [A + Conj} [Adv + Conjl
IN + Comp] {V+ Compl LA + Comp] jAdv + Compl
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[N + Negl [V+ Neg| A + Negl jAdv + Negl
(46) [FW + CW] compounls

[Aux + NJ [Aux + V] [Aux + Adi) {Aux + Adv)
[Modal + N] [Modal + V] [Modal + Adj] [Modal + Adv]
[Det +N] |Det + V] [Det + Adj] (Det + Advl
{Conj + N] [Conj + Vi [Conj + Adjl [Conj + Adv]
[Comp+ N] [Comp + V] |Comp + Adj]  |Comp + Adv]
[Neg+ N} [Neg + V] {Neg + Adjl [Neg + Adv]

That is, if word-formation (affixation and compounding) occurs only among words
within a particuler lexicon (the Lexicon or the Phrasicon), compounds composed of a
content word and a (singly-listed) Function word are predicied not 10 occur. And this is
the case for English, Ancient Greek and Latin, none of which allows these types of
compounds.

Undoubiedly, most of the hypothetical compounds in (36) and (37) would nol thake
useful words for naming situations and cbjects in cveryday life; pethaps they may be
ruled out on purely pragmatic grounds. Perhaps their non-existence isn’t evideace for
two lexicons, but merely for iwo types of words.

Perhaps. But this assumes thal the semantic contribution of function words in
compounds is essentially the same as the semantic contribution they make when they
gceur as free-standing words, We have already seen many cascs in which this is not lrwe:
e.g., the out in black-out and our-run has little to do semantically with the oul in fell out of

the the window. Why should to and of be any different than our?

Output restrictions on Lexical compounding

The result of lexical compounding in English, Ancient Greck and Latin is subject to a
number of Testrictionss. That is, when we consider compounds that have at least one
content word in them, a number of generalizations emerge. These are not the same

generalizations that emerge from non-Lexical compounding (compounding-in-the-
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Phrasicon, sce below).

Properties of Lexical compounds: English

Siress. Siress in English lexical compounds (LCs) is usually on the first word, with
secondary stress on the second: drig-stdre, champdgne-glass. A amaller number of
compounds have primary stress on both member: réd-hés, séif-addptive. Compounds
whase first member is oxi, over, or under generally have primary stress on the second
member, with secondary stress on the first. A few compounds have no sccondary stress:
crdfisman, fireman.

{47) Stress-types in Lexical compounds
Preferred: {1 2]

bird-waicher
Other: 0 1 2 1] 1 ]
gréss-préen  dver-6al polfce-man

Stripping. The first member of 2 LC is generally stripped of inflectional affixes such as
plural or tense: bird-waicher, *hirds-walchers; run-away, *runs-away. Phrases too arc

stripped of function words when they arc compounded. As Marchand puts i,

In a composite the word eccurs as a pure nondeterminate semanteme,
Elements of synaclic reference are omilted. Fiexional endings insofar as

they express rection do nol occur, i.e., we find no genitive, nor do we use
prepositions which have a similar function, Cf. ‘we go fo the theater’ and
theater goer, 'we tide on a boas' and boar vide, ‘we fight for frecdom’ and

freedom fighter, "we tely on him' and unreliable. It is only in the type
uncalled-for that the particle is taken to be a lexical pan of the verb rather
than a syntaclic clement of rection.

The position of the plural as a first element of compounds is not tied up
with the question of rection, and flexional endings therefore would play &
different part for the plural in that respect. However, the idea of plural as a
mere grammatical expression of plurality contradicts the principle of the
nondeterminateness of the first compound member. In English, plurals do
not usvally occur in compounds or derivalives: toothbrush, man-eater,
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man-killing, moth-eaten, two-seater, iwothless.
Linguistic efcments that serve 1o place a statcient in an actval speech
situation... are omitted. No determiners (anticles, pronouns) occur; 'we go
to the theater’, bul theater goer withoul the article, ‘they govern
(them)selves', but self-government,
The semanteme does not inciude tense, which is en element added to place
the verbal idea in an actval time frame. Mincemeal is from ‘the meal has
been minced', draw-bridge from 'the bridge will be, is (o be drawn'.
Exceptions to the prececeding rules are observed with certain exocentric
combinations as sit-by-the-fire, stay-at-home, kiss-me-quick, reach-me-
dowa...i.c., detivations from exclamatory semences, quolations or the like.
{1969:38)

Stripping is siraightforwardiy predicted by the 2LH: function words and inflectionsal
affixcs are omitted in LCs because they are not siored where LCs are formed.
Compounding—in-lhc-ﬁcxicon has access only to content words and doubly-listed function
wonds (over-arching). Nole thal derivational atfixes on conlent words are generally not
stripped: divinity school (*divine schooll chewing gum (*chew gum), Swedish-American

(*Swede-American). Again, this is compatible with the claim :hat the Lexicon is the

domain of the (uninflected) stem and it is this stem that undergoes lexical compounding.

Headedress. English compounds are generally right headed in two ways (see Selkirk
1972 for a fuller discussion). First, the right-most member usually determines the part-of-
speech of the compound as a whole: race-forse (a type of horse) vs. horse-race {a lype
of race). (Exceptional cases include Adj where we would expect N {underwater,
undersea, underweight), N where we would expect V {nosebleed, sunset, earthquake), N
where we might expect P (sit-in, dug-ouf)). Second, the right-most member usually
determines the seose of of the compound as a whole: a cat-nap is a type of nap, not a

type of cai; under-ripe is a degree of ripencss not a type of under-ness, and so on.

Recursiveness. Compounds may generally be recursively embedded within ¢ach other in
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English. From finger and nail we gel finger-nail; then finger-nail polish, finger-nail
polish remover, finger-nail polish remover bottle, finger-nail polish remover bottle cap,

finger-nail polish remover bottle cap cover, €1c.

Productivity. Not all types of LC are productive in English, but those that are are
generally very productive. Aside from verb-adjective, noun-verb, adjective-verb and

verb-verb compounds, most LC types are highly productive {cf. Recursiveness).

Lexicality. The output of English compounding is restricted to nouns, verbs and
adjectives.  Unlike affixation-in-the-Lexicon, compounding-in-the-Lexicon never
produces prepositions or adverbs. This may be captured with an output filter on

compounding-in-the-Lexicon (cl. Aronoff 1976; Selkirk 1982; Scalise 1984).

(4%) The output of English compounding is N, Aer V.
The major properties of English compounds may be summed up as folows; note that
these are sirong tendencies rather than exceptionless generalizations.

(49) Propentics of lexical compounds: English

a. Prefermed Stress: {1 2]
b. Strippiog: yes

¢. Headedness: right

d. Recursiveness: yes

c. Productivily: yes

f. Lexicality: NAorY

{a) - (N hold of Ancient Greek and Latin as well, with a few exceptions, The

following LCs are typical of these languages:
(50) Lexical Compounds: Anciem Greek
nau-makh-ia ship:baule:Nf sg *naval battle’ N

glukii-pikro-s sweetbitter: Amsg  ‘sweetly bitter’ A
sum-mdkh-omai with:fight:1 sg mid  *fight aloag with’ v
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(51) Lexical Compounds: Latin
su-ove-laur-ilia pig:sheep:bullN Fsg  Ctype of sacrifice’
omni-poten-s sil:powerful:Amsg  ‘omnipoient’
carni-fico flesh:make:V 1sg  ‘execute, behead”

< » Z

As the examples suggest, compounds in these languages are built on stripped stems (b),
are generally rightheaded (c), recursive (d), productive (e) and result in nouns, vetbs and
adjectives (). The main difference between English LCs and its classical counterparts is
stress:  English has a distinctive compound stress, where Ancient Greek and Latin

stressed compounds essentially the same as other orthotonic words.

(52) Propenties of lexical compounds: Ancient Greek and Latin

a. Preferred Stress: na

b. Stripping: yes

¢. Headedness: right

d. Recursiveness: yes

¢. Productivity: yes

f. Lexicalily: NAoV

For the most part, then, English, Ancient Greek and Latin LCs share the same praperties.
But these languages have non-lexical compounds as well: and these compounds have

trails essentially opposite to those of LCs.

4.2.2 Compounding in the Phrasicon

Whereas Lexical compounding has been dealt with extensively in the literare, much less
work has been done on compounding involving function words. In those cases where
function words are compounded with other words, we may distinguish Iwo cases:; first,
those predicted by the Double Listing Hypothesis, whereby certain prepositions and
pronouns are compounded with content words; these cases have already been dealt with.
Second, there are cases of function words compounded with other function words--this

does not require double-listing, of course, since the 2LH allows for compounding-in-the-
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Phrasicon. Such compounds mﬁy e called non-lexical compounds (NLCs) or, w look
ahead a bil, perimantecux..

Input and output restrictions on non-Lexical compounding

The literalure on compounding has concentrated almost exclusively on compounds that
contain al least one lexical (N, A, V) item and produce one lexical item (N, A, V).
compounds that consist only of function words or are themselves function words are
generaily assumed not to exist. This has resulted in the following putative constrainis on

English compounding:
(53) Input Constraint: Only N, A, V, P may undergo compounding.

(54) Cutput Constraint: Only N, A, V may be produced by compgunding.

Such constraints are implicit in the work of a number of authors:

Compounds in English are a lype of word structure made up of two
constituents, ¢ach belonging 10 one of the categories Noun, Adjective,
Verb, or Preposition. The compound may belong 1o the category Noun,
Verb, or Adjective. (Selkirk 1972:13)

All regular word-formation processes {including compounding—-C.G.} are
word-based. A new word is formed by applying a regular rule to a single
already existing word. Both the new word and the existing one are
members of major kxical categories. (Aronoff 1976:21)

A more speculative possibility is that lexical rules apply to lexical
calegories only, that is, to such catcgories as Noun, Verb, Adjective,
Adverb, but not to such categories as Determiner, Pronoun, Auxiliary,
Complementizer, Conjunction, Interjection.... By exclukding nonlexical
categories {rom the lexical system we account...for their failure to enter
into word-formation processes |affixation and compounding--CG,
emphasis mine] and... for their failure to underge rules of lexical
phonology. {Kiparsky 1983:4)

3]



The stalements above are not true of English. As Marchand points out:

Compounding occurs n all word classes. There are compuound
substantives, verbs, pronouns, and particles (conjunctions and
prepositons). The strongest group is that of substantives. Next come
compound adjectives, then verbs. There is a small group of compound
‘pronouns (the pronominal adverbs incladed), conjunctions and
prepositions, which is nalurally restricted. (1969:30)

Consider the NLCs below:
(55} Reflexive Pronouns

myself yoursell hersclf himsell itself
ourselves yourselves  themselves

(56) Indefinitc Pronouns
whatever whichever whoever whomever

whasoever  whichsoever whosoever whomsocver

(57) Pronominal Adverbs

hereabout hereto thereagainst  thereon whenever
hereafter heretofore thercat thereto whensoever
hereby hereunto thereby theretofore  whercabowts
berzin hercupon therefor thereunder  wherefore
hereinafier  herewith therefore thereunto wherein
bereinbefore  however therefrom thereupon {whereon)
hereinto howsoever  therein therewith whereto
hereof thereabout thereinafter  therewithal  whereunto

hereon thereafter thereof whencesoever wherewith

{58) Compound Conjunctions

however whensoever  wherefrom  wheresoever  whereupon

whenas whereas whercin wherethrongh wherewith

whencesoever whereat whereinto whereto wherewithal
whenever wheneby whereof whereunto

(59) Compound Prepositions

into throughowt  within
onlo upon without
192
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NLCs include compounds composed of pronouns and adverbs, violating the claim
that compounds cansist only of N, A, V, or P. NLCs also include compounds that
function as pronouns, adverbs, conjunctions and prepositions, violating the claim that
compounds must be of the category N, A or V. Thus, although (53) and (54) are trivially
wrue of LCs, they are not true of NLCs. The point herc is thal compounding-in-the-
Lexicon and compounding-in-the-Phrasicon are different processes, subject to different
input constraints.

NLCs arc subject to different output constrainis than LCs as well. These include

stress, stripping, headedness, recursiveness, productivity and lexicality.

Stress. The most common compound stress for [FW + FW] compounds is {0 1]. All
disyllabic reflexives, compound prepositions (except fnto and énto) and here-, there-

compounds are siressed this way:

(60) Main stress-paitern in non-lexical compounds: English
Reflexives Prepositions
mysélf within
howéver
yourséll withéut :
hersélf upén
himsélf throughdul
its€If
oursélves
yoursélves
themsélves

herecpds there-cpds where-cpds  when- cpds  ever<cpds

hercafter thereafter wherest whends soéver

here'by theredl where'by whatéver

herein there'by whereftom whenéver

heredl theretdr wherefn wheréver

hereinto (herefrém wherefnlo whoéver
193
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hereon
heretd
henednto
herewith

Additional stress-pasierns for English NLCs include the following.

(61) Other stress-paiterns in non-lexical compounds: English

1z 1 1o 2
(héreuntd héretofore
théreabdut thérctofore

n o
fnto
onto

Stripping. Stripping is not found in Phrasicon-compeunds. Reflexive pronouns, for

instance, are inflected for number an borh halves of the compound:

therein
thered!
thereén
theretd
theredader
therewith

[1 2§
héreabout
héreupdn
thércfore
whéreabbuts
whéreldre
whérewlth
whérethrdugh
whéretd
whérewith

(62) Doubly-inflected Reflexives

myself
yourself
herself
himself
itsell

Similarly, indefinite pronouns are inflecied on the Iefl half of the compound, rather

than stripped:

oursclves

yourselves
themselves
themselves
themselves

(63) Inflected ludefinite Pronouns

whoever
whaosoever

whomever
whomsoever

wheredl
whereon
wheneté
wheretinto

whoméver

20 11
hireindfier
hareinbeféee

théreagdinst  whéncesotver hdwsoéver

théreupon whénsodver

therewithdl  whéresodver
whéreupdn
whérewithal

*myselves

{youris both sg and pb)
*herselves

*himselves

*Hiselves

*whoeverm
*whosoeverm
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thercinifier
whisoéver
whichsoévet
whosoéver
whomsoéver

Headedness. English NLCs are gencrally lefi-headed: [pronoun + adverb] compounds
are pronouns, ladverb + prepositions] compounds are adverbs, and [conjunction +

adverh] compounds ase conjunctions:

(64) Lefi-headed Phrasicon-compounds
whal (pro)  + ever(adv) > whatever (o)

who ever whoever

which ever whichever

here (adv) + about (prep) >  hereabout (adv)
there by thereby

when {conj) + ever(adv) > whenever (conj)
where sver wherever

Recursiveness. NLCs allow no more than the one levet of embedding: This is no doubt
related to productivity (below).
(65) Embedding in Phrasicon-compounds

[{here in} after} [lthere 1o fore]

[lhere in} before] [ithere in] after}
{[here to] fore]

Productivity. The number of componnds in the Phrasicon is both small and fixed; noo-
lexical compounding is not productive (and thercfore ot recursive).
Lexicality. Not surprisingly, non-lexical compounding never results in N, V or A, The
output of compounding two fuaction words is always a function word; this is a result of
the headedness of NLCs.

The properties of NLCs are summarized below:

(66) Propertics of non-lexical compounds: English
a. Preterred Stress: O 1]

b. Siripping: no

c. Headedness: feft

d. Recursiveness: no

¢. Productivity: no

f. Lexicality: may not result in N, A, otV
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Again, some of the properies {such as [0 1] stress) are strong trends vather than (70 Compound Prepositions: Ancicnt Greck

amphiperi amphi *about’ + per ‘around’
exceptionless generalizations and some of the propertics are imerconnected (esp. upik ap6 ‘from’ + ek ‘out’
recursiveness and productivily, headedness and lexicality). apopré a‘_m “from + mé befme’
diapréd di4 ‘through’ + pr6 ‘before
NLCs in Ancient Greek share the same properties (except siress). The following are dick dis ‘through’ + ¢ktout’
exemplary. AG reflexive and indefinite pronouns show that both halves of a NLC may hupck bupé ‘under_ + ckoul
paréks pard ‘alongside’ + eks “out’
be inflected (no stripping) and that NLCs are lefi-headed. . periprd peri ‘around’ + pib ‘before’

(67) Reflexive Pronouns: Ancient Greek Compoond particles, of which those above arc but a small fraction, and compound

*myself, yourself, himself” prepositions provide other cases of NLCs. None of the compounds shove allows for
Ist{m} 2nd (m) 3rd(m) i .
GenS em-autéu se-autéy he-aut6u recursion and none of them appear to be productive, _though there are a grest many
Dal  em-aul6o se-autéo he-auldo compound particles,
Acc  em-auidn se-autdn he-autén

Latin has similar NLCs, including those below. The demonstrative, indefinite and

et ————

Gen P heemédon-autdon bumdan-autéon he-autéon indefinite relative pronouns again do not sirip compounded stems of their inflection.
Dat  beemfin amdis humlfin autdis he-aut6is i . . .
Acc  heemdas autods humsas aptods he-autois Noie that the demonstrative may be analyzed either s a compound (ii + dem) or as an
affixed pronoun (fi-dem): either way, the inflected forms inside of dem would be
(68) Indefinitc Pronouns: Ancient Greek
‘who-ever' anomalous were these pronouns canteat words.
masc Jem neut X .
Nom S hés-tis hed-tis hé-t (71) Demonsirative Pronouns: Latin i
Gen boutinos  héestinos  houdinos ‘Lhe same
Dal  hoo-tini hée-tini héo-tini masc Jem neut
Acc héodina  heéndina b6t Nom§ iidem ca-dem dem
Nom P hof-tines baf-tines hé-tina Gen cius-dem c|_|:|s-dcm cz.t.:s-dcm
Gen héoninoon  héon-tincon  hdon-lincon Dat cii-dem dii-dem '_j'u'dcm
Dat hoisdisi  hdistisi hois-tsi Ace eun-gem can-em i-dem
Acc hotstinzs  hagsdinas  hé-ina Abl eco-dem ear-dem eoo-den
(69) Compound Particles: Ancient Greek Nom ¥ ti-dem eac-dem ca-dem
tofnun ‘accordingly’ toi ‘surely” + nun ‘now’ Gea egorun-dcm e;a'a.mn-dcm c?_orun-dem
toigdr *so then’ toi + gir ‘for’ Da ciis-dem clis-dem eiis-dem
toigdrtoi ‘therefore’ toi + gir + toi Acc t’-l')'OS-de ea:as-dem ea:-dem
toigarun ‘accordingly’  toi + gir + 6un Abl clis-dem eiis-dem ciis-dem
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(72) indefinite Relatives: Latin ‘who? ‘whoever’ ‘someone’
*who-ever, whatever’ quantus yuanius-cum-que ali-quantus
musc fem nest ‘how great?” ‘however great’ ‘some’
Nom 8 quis-quis quae-que quod-quod ubi ubi-ubi alic-ubi
Gen {cuius-cuius) (cuius-cuivs) (cuius-cuius) ‘wherc?’ ‘whesever’ ‘somewhere’
Da cui-cui cui-cui cui-cui : quandoo quandoo-cum-que  ali-quandoo
Acc quem-quem {(guam-guam) quid-quid ‘when? ‘whenever' ‘st some lime'
Abl quoo-quoo {quaa-yuaa) Quoo-quon quotiens quoliens-cum-que ali-quotiens
. ‘how ofien?” ‘however often’ *at several times’
NomP qui-qui (quae-quae) (quac-quae) i 3 ) ] A i i
Gen (QUoorum-quoonim)  (quaarum-quaarem)  (qUoOKUMI-GUOOTLM) A comparison of the properties gencrally associated with NLCs in English, Ancient
Dat quibus-guibus quibus-quibus quibus-quibus Greek and Latin and those associated with LCs in these languages is given below.
Acc (quos-quos} (yuos-quos) {quos-quos)
Abl quibvs-quibus quibus-quibus quibus-quibus {75) Propertics of compounds in the two lexicons
Lexicon Phrasicon
The forms in (71) and {73) show the common lefi-headedness of Latin NLCs: (Stress: 2] {0 1h
Stripping: yes no
(73) Indefinite Relatives: Latin Headedness: right left
‘who-ever, what-ever’ Recursiveness: yes ne
masc Jem neut Productivity: yes no
Nom Sg quii-cum-que quas-cum-que quod-cum-jue Lexicality: NA OV notN A orV
Gen cuius-cum-que cujus-cum-que cuius-cum-que L . L
Dat cui-cum-que cui-cam-que cui-com-que As {75) makes clear, LCs are strikingly different than NLCs. This is to be expected,
Acc quem-cum-que quam-cum-gque quid-cum-que given the 2LH: compourding-in-the-Lexicon and compounding-in-the Phrasicon are
Abl QUOD-CuM-que quaa-cum-que quoeo-cum-que i .
different processes just as affixation-in-the-Lexicon (derivation) and affixation-in-the-
Nom Pl qui-cum-que quae-cum-que Quac-cum-que Phrasicon are different processes.
Gen qUOONIM-CUM-QUe  quadrum-Cum-que  Jucorum-cum-que
Dat quibus-cum-que quibus-cum-que quibus-cum-gue
Acc quos-cum-que quos-cum-que quOos-cum-que 4.3 Other word-formation processes
Abl quibus-cum-que quibus-cum-que guibus-cum-que

Most languages also use other word-formation processes that are less common than
Indefinite correlatives (below), on the other hand, are right-headed, showing that lefi- affixation and compounding. These fail into two groups: those that are used to form

headedness is only a strong tendency in Latin NLCs. content words and those that are used to form function words. In this section I will try

and show that these two sets do not overlap: a8 was the case with affixation and

(74) Compound Correlatives: Latin
interrogative indefinite relutive indefinite
quis quis-quis ali-yuis creale new function words and vice versa.

compounding, word-formation processes used to creale pew conlent words are not used to
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4.3.] Other word-formation processes in the Lexicon
English is a rich source for different types of word-formation. These include the
formation of words through acronyms, blends, back-formations, clippings and proper

names. All of these occur with content words, none with function words:

(76) Acronyms

Nouns: Cla 'Ceniral latelligence Acenty'
Verbs: F6 ‘delete’
Adjectives: D "three dimensional'
Function words: none

{77) Blends
Nouns: motel 'motor + hotel’

" Verbs: chorile ‘chuckle + snort’

Adijectives: slithy *slimy + lithe'
Function words: none

(78) Back-Fonmations
Nouns: ?
Verbs: peddie 'sell < peddler
Adjectives: epl < inept
Function words: nong '

{79) Clipping )
Nouns: _gym < gymnasium
Verbs: canlter < Canterbury
Adjectives: comly < comfortable
Function words: none

(80) Words from Proper Names
Nouns: sandwich <« Earl of Sandwich
Verbs: pasteurize < Louis Pasteur
Adjectives: Sig(Alen® < Loyd Sigmon
Function words: none

2 A news bulletin indicating an unexpected blockage of traific lanes that's expecied to
Iast at least half an hour. Used in Los Angeles radio anpounceinents.
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Again, these are word-formation processes that we may limit to the Lexicon: they
derive conteat words from other content words, But function words are not formed by
such processes, suggesting that these word-formation processes are nol present in the

Phrasicon.

4.3.2 Other word-formation processes in the Phrasicon
There is a class of function words, which we may refer to looscly as portmanteaux, that

resembles blends. Consider the words in (51):

(81) Ponmanteaux: English

won't will + not
shan't shall + not
dont do + ool

ain't am/isfare + not

Note that wen'r, shan't, don’t and ain’t are not compounds, strictly speaking, becsuse
they are not derivable from will + not, shall + not, eic. via any phonological rules of
English. If they were regular compounds (or formed with a clitic no?) we would expect
forms like {dunt] and {mmni]. They are more similar to blends like palimony (pal +
alimony) and urinalysis (urine + analysis). But blends have at least one property not
shared by won't, shan't, don't and ain't. the former are always composed solely of
segments found in the blended words: p, &, L i, m, o, n and y il occur in either pal of
alimony, 5, m, 0 and g occur in either smoke or in fog; b, r, w, » and ck all occur in cither
reakfast or in lunch. Porimanteaux are not subject to this restriction: the vowel in won't
{o] does not occur in either will or sor; the vowel in don't jo] does not eccur in do or nof;
and the diphthong in ain’t [ey] does not occur in am, is, are ornot.

Similar cases can be found in many languages. Fortmanteaux consisting of a

prepositon and a fotlowing article are common in French, German, and Portuguese.
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in'in'
m lall

'’

de 'of

em ‘in, on'

por 'for'

nos 'to us’

vos 'to you'

Ihes ‘to them'

+ +

+ 4+ + +

A . 2 2

R I

(82) |preposition + anticic] portmanicaux

Germun
dem ‘the’ (m sg dat)
dem 'the' (m sg dal)

French
le ‘the’ (m sg)
Ies "the” (m pl)
le 'the’ (m sg)
les 'the’ (m pl)

Portuguese

o 'the” (m sg)
a'the’ (['sg)
os 'the’ (m pl)
as 'the’ ([ pl)
um'a’ (m sg}
uma ‘2" {f sg)
0'the’ (m sg)
a‘the’ (Fsg)
0s 'the’ (m pl)
as 'the’ (T pl)

(83) [indirect pronoun + direct pronoun] porimanteaux

Portuguese
o'il'
os ‘them’
a ‘her’
as "them ()’
o'it
os 'them’
a'her’
as 'them ()
o'it'
os ‘them’
a'her
as ‘them (i)’
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v Vv

vV vV VvV V

VVVV VYV VVVY

VVVVVVY VYV YV VY

im
am

no
na
nos
nas
num
nima
pelo
pela
pelos
pelas

Other portmanieanx include [proncun + pronoun| and [preposition + pronoun).

no-lo
no-los
no-la
no-las
vo-lo
vo-los
vo-la
vo-las

lhos
jha

(84) |preposition + pronoun} ponmanteanx

mit ‘with’ +
nach ‘after’ +
an ‘by" +
auf “on’ +
de ‘ol +
Atlo’ +
a‘t’ +
+
+
com ‘with" +
+
+
+

German
welchem ‘which’
welchem
was ‘what’
was

French®
la ‘the’ (D
la ‘the” ()

Portuguese
me ‘me’
te'you’
lhe *him/it”
me ‘me’
nos ‘vs’
te ‘you'
vos “you® (ph)

vV VvV Yy

v vV

vVVVVV VY

womit
wonach
Woran
woranf

amim
ati

ack
comigo
€Onosco
contigo
€OnVOSCo

J

Each of these languages, then, has {function word + function word] portmanteaux.

Bul none has portmantcaux with content words. The same applies for English, and may

be summarized as follows:

(85) Porimanteau Types

|function word + function word]

{{unction word + content word]

YES
|content word + content word) NO
NO
NO

jcontent word + function word]

It should not be thought, however, that any two function words may unite 1o form a

portmanteau. Of the following 56 combinations, only 4 are allested in any of the

languages discussed above.

3 For an analysis of en and y as pro-forms for PPs, see Kayne (1974:105-114).
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(86) Unanested porimanteaux

*|Aux + Aux] *Modal + Aux] *|Pro + Aux] *[Prep + Aux]

*| Aux + Modail *|Modal + Modal] *|Pro + Mdal) *[Prep + Modal)

*[Aux + Pro] *[Modal + Pro} [Pro + Pre] {Prep + Prol

*[Aux + Prepl *|Modal + Prep] *[Pro + Prepl *{Prep + Prepl

*{Aux + Detl *|Modal + Dex] *[Pro + De] {Prep + Det]

*[Aux + Conjl *[Modal + Conj] *|Pro + Conjl *[Prep + Conj)

*| Aux + Comp] *{Modal + Compl *[Pro + Comp] *[Prep + Comp|
[Aux + Negl [Modal + Neg] *[Pro + Negl . *1Prep + Negl

*[Det + Aux] *[Conj + Aux} *|Comp + Aux]

*[Det + Modal] *[Conj + Modal] *[Comp + Modal|

*|De1 + Pro] *|Conj + Pro| *[Comp + Pro]

*[Det + Prep)] *[Conj + Prepl *|Comp + Prep]

*[Det + Det] *[Conj + Det] *|Comp + Det]

*|Det + Conjl *[Conj + Conjl *|Comp + Conj]

*|Det + Comp] *{Conj + Compl] *[Comp + Comp)

*|Det + Negl *[Conj + Neg] *[Comp + Negl

The condition that must be met for two function words to be combined into a porimanicau

is that they (typically) be string-adjacent al S-structure.  This mules out the vast majority
of forms in (86) but leaves Lhose corresponding to (B1)-(84).

Why shounld portmanteaux be timited to function words? The answer would scem to
lie in the planning frames of the Garret production model (see Chapter 1). Commonly
used collocaiions of function words thal occur in adjacent positions in planning frames
tend to merge over lime, blurring the syntactic boundaries between formatives. Function
words that do not commonly occur in adjacent positions in planning frames do not
become porimanicaux. Since conlent words (not content words) are identified in 1erms of

planning frames, they never develop into portmanteaux.
Summary

Portmanteaux, then, are a type of word-formaion that occur in the Phrasicon but not in

the Lexicon. The formation of words through acronyms, blends, back-formations,
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clippings and proper names, on the other hand, occurs in the Lexicon but not in the

Phrasicon.

Conclusion
The resulting picture is given in (87). Word-formation processes that affect content
words are distinct from those that affect function words. This may be modeled vsing the

2 Lexicon Hypothesis as follows:

{87) Word-Formation Processes in the 2 Lexicons

Lexicon Phrasicon
Derivational Affixation Inflectional Affixation
Lexical Compounding Non-Lexical Compounding
Acronyms Porimanteaux
Blends
Back-Formations
Clippings
Words from Proper Names
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5. Speech Errors

Chapters 2, 3 and 4 have presented grammatical evidence for two related claims: that the
words and affixes of a language are organized into two lexicons rather than one and that the
words and affixes of one lexicon are inserted into syntactic struclure earlicr than those of the
other. Chapiers 5 and 6 will provide evidence for these claims from outside the grammatical
system. In this chapter | will present evidence from the study of English speech errors that
supporis the hypothesis that the insention of words and affixes is level-ordered (LOLI).

LOLI and the 2LH, in addition to being purely grammatical models, may also be
construed as (pariial) models of language processing. This involves a rather strong
assumption: viz., that the flow of information in a processing model parallels the flow of
informatiod in a formal grammar. To show that this assumpion is comrect would require a
complete speech production processing mode! and grammatical model for English, neither of
which are available nor the object of this dissertation. Thus, this chapter will fall short of
fully supporting this assumption. What I will attempt to show is that a formal grammar
incorporating the 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion can contribute
1o a model of speech production.

Most linguists and psycholinguists would agree that the relation between a grammar and
a processing model need not be isomorphic. Still, the strongest hypothesis is that the two
models share the same structure, I will therefore hypothesize such a relationship and attempl
to show that the kinds of speech ermrors which are produced and the constrainis on those
which occur can best be accounted for by the farmal mode] of grammar owtlined here.

if the outline of the grammar in (1) is viewed as past of a processing model (2), it predicls
the kinds of speech error one will find as well as the kinds of speech error one will nor find.
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(1) 2 Lexicon Hypihesis model

Lexicon

Content Words:
blue, cal, thimble, yesterday...

Derivation. -ic, -ity, -ize...

-ish, -ize, -ness...

Stems

t

Svarax
{D-Siructure}

{S-Structure }

Partial Phonological Representation

Phrasicon

Function Words:
and, if, the, to, will...

Inflection:

-d, -ing, -5...

Full Phonological Representation

Lexical Phorology

Construction of
Prosodic Domains

Prosodic Phonology



(11) YFunction word fragments
a Am b. Aux

was had

(12)  when everybody had left > when everybody was left

Additional cases of such grammatical efrors ane given below.

{13) Function werd substitutions
1 think your honor has really put your fingeronit > ..the fingeronit

It Jooks as if > ook asil...
- how in the hell can you say that » wheo in the hell can you...
the day when I was bom » ..where [ was bom

Note that the distinction between meaning- and sound- related substitutions is somewhat less
clear in grammatical malapropisms than it is with content words; examples like how > who,
for instance, might just as well be classified as meaning-related substitutions as sound-related

substitutions.

5.4 Mis-insertion of lexical stems
Once (mis-Jselected, the phonological forms of lexical stems are inserted into syatactic
structure, Mis-insertion of content word stems results in three types of speech crror: word-

exchanges, sound-exchanges and stranding.

Word-Exchanges
Word-exchanges involve exchanging one word in a sentence with another; a sample is given
below (from Fromkie 1973). Note that word-exchanges usually respect grammatical
category: nouns tend to be exchanged with nouns, verbs with verbs, etc.
{14) Word-exchanges

the cbst of the cleaning of the cérpet > the cltaning of the cdsl of the cdrpet

S2ymour sliced the salami with a > Seymour sliced the knlfe with a
knife salami
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\he...organization takes place in the > the...organization takes plant in the

plam

plice

threw the elock through the window > threw Lhe window through the clock

Garrelt (1980:200) claims that "the

clements which engage in exchanges are themselves

almost exclusively major category items, of what we will call "open class vocamlary“. His

processing model accounts for this by positing that lexical and grammatical wonds are

entercd into speech production at different times:

(i5) The Gamrett Model

¥

{”T*“}

Semantic
Processor

Major texical items selecied;
underlying grammatical
retutions specified

v

Functional Level
represenialions
< Surface positonal frames
Ly Y , inclodi
Proc selected, luding
' :
{Posilioml Level } '
representalions ;
+
Phonelic Specification of
Processor pheonetic form
Sound Level . { Instructions m}
representations . articulators

Word-exchanges occur prior to the function level of representation, before grammatical

words are eptered inj

Garrell points out, however,

{his excludes them from occurring in word-exchanges.

that prepositions also undergo word-exchanges:

(16) Word-exchanges: Prepositions (Garrett 1980)
a. How much can I buy it for you from?
b. Write a reguest for tickets at twa for the box office.
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¢. ..which was parallel, fe a certain sense, in an experience of...

Garrett maintains that preposition-exchanges occur at {he sume processing Jevel as other
word-exchanges by claiming that they are treated as lexical carcgories ar this level. Ata later
stage (hey are treated as non-lexical categories and at that siage they are iavolved in shifts
{which otherwise affect only grammatical items).

‘We might add, however, that pronouns ac often involved in word-exchanges as well:

*(17) Word-exchanges: pronouns
he'l call to find out when T wanted him > ...when he wanted me

1o pick me up 1o pick him vp
your keys ar¢ in my purse > my keys are in your pursc
1 didn’t know Ravel had il in him > ...had him in it
would you ask her to call me > ..ask me to call her
he taught it tous > .ustoit

This makes Garreit's analysis of prepositions less convincing: are both prepositions and
pronouns 10 be construed by the processor as lexical at one level and gramunatical af another?

A simpler solution is to let word-cxchanges occur whencver words are inserted. Recall
(hat the REG model advocated here (sec (2) above) posits that fonctlion words and
inflectional affixes also undergo lexical insertion, though at a later stage in processing than
content word stems. This is onc of the major ways in which the REG model differs from the
Garreit model: according o the latter {see (15) above), function waords and iAnﬂcclional
affixes come pre-inseried as parts of planning frames. This makes it difficult to model
pronoun and prepositions wond-exchanges.

On the REG model, however, we expect both content words and function words 10
undergo word-exchanges, though content word-cxchanges are hypothesized to occur at a
different stage than function word-exchanges. If both content and function words undergo
word-exchanges, we might now ask the following question: Is there any evidence that
content word-exchanges and function word-exchanges occur at different stages in speech

production?
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There is. The evidence concerns word-exchanges that do ror respect grammatical
calcgory. Consider the following cases of cross-category word-exchanges:
(18) a. Does Jack sméke? > Dods smbke Jick?

b. you got as {ar as typing page one > ...as far as page Lyping one
¢. cash a check » check acash

In the first case, an NP ¢xchanges with & following V; in the sccond and third, a V exchanges
with a following N. Despite such cross-category word-exchanges between conient words, 1
am ware of no such cases involving an exchange of a preposilion o1 a pronoun with a content
word. Garret himsell notes that “in the MIT corpus there are no clear examples of an
exchange between a preposition and any [lexical--C.G.] elcfncnt of either its own NP
argument or any clement of any other NP (1980:191).

There are, howcver, many cases of prepositions exchanging with other non-preposition
function words, namely with pronouns.
{19) Cross-category word-exchanges: function words

(here's a crazy card 1 just sent to him > there's a crazy card 1just scnt him fo
how much do you want for this? > how much do you want this for?

There seems 10 be an asymmetry, then, between verbs and prepositions with respect (o
the types of words they commonly exchange with: verbs exchange with other content words
(nouns, verbs), prepositions exchange with other function words (pronouns, prepositions).
This is expected if all comtent word-exchanges occur ot one stage {usually, but not always
respeeling calegory) and all grammatical exchanges occur at another (usually, but not always
respecting category).

Sentence-Level Stress: prosodic domains in senience production

1t has long been noted (Boomer & Laver 1968; Fromkin 1973; others) that sentence-stress is
preserved under word-exchanges-i.c., that exchanged words do not take with them the level
of siress appopriate 1o their target position. A phrase such as a j3b for his wife is realized as
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a wife for his jéb with the same [2....1] stress as its targel (rather than hypothetical *a wife for
his job with [1....2] stress.

Fromkin {1973) and Garrett (1980) take this as evidence that senlence-stress is assigned
before words are enlcrcd into a sentence: once the words are entered in, they pel the degree
of stress appropriate for the position they occopy. But this cannal be. To sce why, consider

the data below,
20 Tom hoped [shelyp would stody linguistics.

Tom hoped [Marylnp would study linguistics.

Tom hoped [undergraduates hvp would study linpuistics.

. *#Tom hdped shi would stddy linguistics. {where shé is uncmphatic)
Tom hdped Mary would stddy lingufstics.

f. ‘Tom hoped dndergraduates would stidy linguistics.

pap ey

Before lexical insettion, the bracketed phrases in (a), (b) and (c) have identical syntactic
features identifying them as NPs. If phrasal stress is assigned equally 1o anything labeled
NP, a deviam stress pattem results in the inappropriately stressed utterance in (d) (cp. &, 1)
The Fromkin and Garrett models mistakealy predict that pronouns {she), proper names
(Mary} and one-word noun phrases (undergraduales) will receive the same degree of
sentence-stress.  But phrasal stress Is ‘invisible” Lo pronouns and other function words.
* Similar arguments could be made for the stresslessness of non-lexical verbs (have, be, e1c.)
as opposed to lexical verbs (i, nen, eaf).
The REG model, by incorporating LOLI, avoids these problems in a manner now familiar
from Chapter 3. Derivations for a jdb for his wife and a wife for his job arc given below.
LOLI comrectly models the fact that stress is the same in both cases.

(21} Retention of sentence-siress under word-exchanges

LexIns @ job y B wile a wife y 6 job

Pros. Constituents a [job] ¥ 6 [wike]l a fwifel ¥ & ljobl

Gramins a [job] for his {wife)] a [wile] for his [job]

Stray-adjunction fa job} [for his wife]l [a wile] [for his job]

Siress [a job) [for his wife] f[a wile] [for his j6bl
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Sound-Exchanges

Sound-exchanpes invelve the exchange of scgments or groups of segmenis between words.
Sound-exchanges are strongly constrained by syllable position: onsels tend to exchange with
onsets, nuclei with nuclei, rhymes with rhymes, codas with codas (Nooteboom 1969;
MacKay 1969, 1970; Fromkin 1968). By far the most commos lype of sound-exchange

involves the onset of two content words.

{22} Sound-exchanges: inilial consonanis

left hemisphere > heft lemisphere
lawfully joined together > jawlully loined...
Katz and Fodor » fats and kodor
copy of my paper > poppy of my caper

Vowels may also exchange, though much less commenly than consonants (Shaituck-
Hufnapel 1986):

{23} Sound-exchanges: vowels (from Shatwck-Hufnagel 1986)

a sudden death > asedden duth

one of those T-group people > one of those tu greep...
see that movie > sue thal meevie

or corn starch > or kam storch

Coida consonants exchange with one another, though this, again, is much less common.
Sound-exchanges are limited almost exlusively to lexical jtems--grammatical words very
rarely undergo sound-exchanges (Gamett 1980). I know of only 3 cases in the UCLA corpus:

(24) Sound-exchanges involving function words

I must leave at five sharp > 1jost peave FW-CW
that's not for me to say > forgee tomay FW-CW
we shouldn’t > she wouldn't FW-FW

Garreit accounts for the fact that fuaction words rarely undergo sound-exchanges by
proposing thal sound-exchanges occur at a processing level at which function words are not
represented phonelogically.  The same account is inberited in the REG model in {2). Note
that LOLI and the 2LH model in (1) provide a competence model for the Garrett {or REG)
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performance model. The speech emror facts are thereby not only modeled but explained: the
grammalical model that explains them is independently motivaled.

An alternative analysis

An alternative explanation for the absence of function words in sound-exchanges is (hat
sound-exchanges involve only sounds in stressed syllables. This wpnld account for the data
above straightforwardly. This is becanse the vast majority of content wonds in Eaglish speech
are monosyllabic: *‘sounds in stressed syllables’ and ‘sounds in content words’ make the
same predictions for all but 4 small fraction of the data available.

Such a view, although initially plausible, suffers from a number of shoricomings. First,
experimentally induced speech errors with polysyilabic words indicale that the primary
condition for sound-¢xchanges involving initial consonants is not lexical siress but word-
initial position {Shatiuck-Hufnagel 1985). Consider the tongue-lwisters below:

(25) a. parade fid fodt pardle

b. repedt f5d fodl repafr
Shattuck-Hufnagel found that the f and ps in (2) were significantty more likely to exchange
{han the f5 and ps in (b). If Jexical stress were the primary determinant of sound-exchanges,
the results would be reversed, Function words may also have onscls, of course, and yet these
onsets generally fail to participaie in sound-exchanges. Garrett makes (he point by showing
that [P N] structures rarely undergo sound-exchanges while [V N] structures comtmonly do
(1980:191). If prepositions have not yet been inserted at the point at-which exchange errors
occur, they are not expected to undergo sound-exchanges with nominal complements; but
quite the contrary for verbs, since they are inserted at the same time as nominals.

The second problem with a stress/stressless analysis is that stress is not a binary but ann-
ary relation. The wonis of a senlence are not mercly su'egsed or stressless. The notion of

siress is inherently relational in a way that makes "lexical stress' a difficult concept (o apply in
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modeling speech errors, Consider the data helow (Fromkin 1973—siress levels indicated in
original by means of integers: {3..1] and [3..2..1D%

(26) Stress levels and sound-¢xchanges

X X
X X %
X X .3 X X
X X X X X XXX X X

b. broke the whistle on my croich
{for broke the crystal on my watch)

a. {parklz piip]
(for peoples park)

Clearly, sounds may exchange from syllables with unequal ([3...1], [2...1]) stress. Indeed,
since one of (hesc words involved is usually the most-stressed word in the phrase (Boomer &
Laver 1968) and since there is usually only one mosi-stressed word per phrase, sound-
exchanges almost always involve words with differcnt stress levels, Citing stress as the
crucial Factor in sourki-exchanges fails to cxplain why broke and the arc far less likely to be
involved in a sound-exchange than crystal and broke: both pairs of woxds differ by the same

degree of siress.

Stranding errors

Stranding involves leaving behind inflectional affixes when lexical stems cxchange. Take
the eror streefing sweeps for sweeping streefs. When sireet and sweep exchange, they sirand
their inflectional affixes in Lhc intended positions: [ __ing 8} Such emors provide
concrete and surprising evidence for the claim that lexical su:ms are inserted prior to
infectional affixes. It is therefore important to sc& that all sorts of inflectional affixes are
stranded in this way: plural, possessive and 3rd singular -5; -ed; -ing; comparaiive -ef;

adverbial -Iy.

) | rollow Selkirk {1986) in assuming that both metrical grids of the type shown in (26) i prosodic
vonstituency of the Lype discussed in Chupter 3 arc pocessury muymmgpwdlcmkdomimmme

wor,
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27 Stranded infectional affixes

Plural -5

sweeping streets

many people think he’s the most underrated
player in the nation

get your elbows off the table

a floor full of holes

she has paia in her legs

there are more miaisters in the church

buninies don’t eal steak

a weekend for maniacs

one unck and two aunts

as | was putting the books on the shelf

seven rugs in one inning

a shelf full of cookbooks

rules of word-formation

three-subject degrees

I can give you some top-of-the-head thoughts

] Possessive -'s

an aunt’s money

the guy’s name
George’s lab
[ haven't goi Leon's luo
3rd Singular -5
be always keeps a pack
it goes to show
it pays 10 wait (G}
Past -ed
the tie dropped out of the bag
1 have baked a cake
my check cashed
a watched poi never boils
we've leamed 1o love mountains
you're getting payed for playing
I have to get my check cashed
1like 10 have my back scratched
1 passed the threshold
Participial -ing
sweeping sireets
you're getting payed for playing
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> strecting Sweeps
> many players think...

» ..1ables off the elbow

> a hole full of floors

> ..leg in her paing
 ..churcheg in the minister
> steaks don't eat bunny

» a maniac for weekends

> one annt and iwo uncles
> ...\he shelfs on the book
> seven innings in one run
> ...full of bookcaoks

> words of rulc-formation
> (hree-degree subjects

> ..Aop-of-the-thought heads

> amoney’s asnt
> the names guy
> lab’s George
> ...Juo s Leon

> ...packs a keep
> it showsto go
> it waits to pay

> ...the drop tied out of the bag

> ...caked a bake

> my cash checkgd

» a potie] watch never boils

> we've loved 1o learn mountains
> ...played for paying

> 1 bave to get my cash checked
> ..scratch backed

> [ threshed the passhold

> streeting sweeps
> ...playgd for paying.

1 have no way of knov.ving > ..way know of waying

Comparaiive -er

she has a sweeter flule than be has > fluigr sweet

Adverbial -y

linguistically significant > significally linguisticanl
obviously vocational > vocationally obvious
steadily worse > worsely steady

clearly enough > enoughly clear

you have to face it squarely (G) > you have to square it facely
The last case is especially interesting given that the homophonous adjectival suffix -ly
(friendly, neighborly) is never stranded (1o my knowledge at Jeast).

Siranded derivational affixes, oa the other hand, are very rare. The only clear cases I

know of are those below (UCLA corpus).

{28) Stranded derivational affixes

a language leamner needs > alanguage needer leams
motherhood and apple pie > applchood and mother pie
return your call > gecall your lurm

The Garrett model and its descendents take stranding erors as evidence that kexical stems
are inserted into planning frames (hat encode grammatical morphemes. When these stems
are inserted imo the wrong slots in a planning frame, they surface with the wrong
grammatical morphemes attached to them. If mﬂected stems are insarted all a1 once (as in
Lexical Phonology) stranding errors aze difficull to model at all.

A derivation of a stranding error is given below.

(29) A watched pdt néver bofls > A potied waich néver boils

LexIns a pot y warch sever boil M
Pros. Constiluents @ [pot]l ¥ {watchilpeveri [boill  n
Gramins a [pot]l eod [watchlinever] [boill &

Stray-adjunction  {a  pol ed] [waichlinever] [boil sl
Phrasal Stress [a pott ed] {waichlintver] {bofl sl

The emor oecurs at Lexical insertion whea pot and walch are mis-placed in each other’s slot.
From tbere prosodic constituents are built as usual, grammatical ilems are inserted and stray
adjoined and phrasal stress is assigoed.
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Note that the inflectional affixes represented by @, ¥ and n represent features of Gamrett’s
planning frame and are not ycl inserted when lexical stems shift. Not so for derivalional
affixes, which are inserted at the same time as Jexical words according to LOLL, Hence the
fact that derivational affixes tend to move with the rest of the siem rather than be stranded
with inflection. Below, the derived word player (play + er) moves:

(30) many people think he's the most underrated > many players think...
player in the nation
Had the derivation been stranded as well the resull would have been *many play-s think he’s

the most underrated people-er in the nation.

5.5 Mis-insertion of function words and inflectional affixes
The REG model in (2) posils a separalc processing level at which function words and
inflectional affixes are inserted. In this it differs from Garreit’s model and from the EG
model of Lapointe and Dell: according 10 these models, the phonological forms of function
words and inflectional affixes are the terminal clements of planning frames ab initio.
Grammatical motivation for this difference comes from ihe stray-adjunction analysis of
stressless and reduced function words and the ‘invisibility’ of function words in the
assignmeni of prosodic constituency (Chapter 3). Motivation fos this difference in the

production model comes from the analysis of shifts.

Shifts

Shifits invelve misplaced function words or inflectional affixes, ofien al quite a distance.
They provide striking evidence thal function words and inflectional affixes work as a class in
speech production; since content words and derivational affixes do not undergo shifts. Shifts
involving various inflectional affixes are given below. Capital leiters indicate a shified
element, blanks indicate the target position: 2.8, in transducerS array__ plural -5 has
shifted from arnay 10 transducer.
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(31} Shilts: Inflectional Alfixes
Plural -s
transducerS amay__
we have several printS oul__
for the rest of my talk$ I’m going to do two thing___
all the phone__ rangS
EPL__ tendS to be
Possessive -'s
Jerry__ pancake'S house
this is Ralph__ and my'$S articke
3rd Singular -s
if she want__to come$S here
she make__ sureS
add__ upS to
it come__ onS al
and Rachel come__ inS
he end__ up$S
when someons come__ upS 10 me
what lies JoeS tell__
Participial -en
1'd forgol_ aboutEN that
Participial-ing
I'm pay__ RyING it all together
1 should be shut__ upING
{hat would be the same as add__tenING  (Garrent 1930)
as [ keepING soggest__
Verb-Particle
people tend UP to make-__ words
it must have been an UP put-__ job
Adverbial -y
clear__enoughLY
casy__enoughl.Y
logical _speakingLY
what docs it mean to be high_ verballLY

(Gasreit 1980)

Again, I have found no cases of shifts involving adjectival -ly (e.8-, *2 friend _ neighborLY
for a friendly neighbor). Boih in stranding and in shifis, then, adjectival -y and adverbial -ly
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- pattern differently; the former patiems wilh derivational affixes, the latter with inflectional
affixes.

Derivational affixes rarcly shift; the two cases [ know of are given below.

(32) Shifis: Derivational Affixes (rart)
sanitary inspeclor > INsanitary __spectre
1 over-heard you and Mommy taiking > T__heard you and Mommy OVER-
talking

Function words are the other class of ilems that regularly undergo shifis. Shifis are
attested for a large array of function words jncluding pronouns, prepositions, articles,
adverbials and auxiliary verbs. The mosi siriking aspect of shifis is the degree to which they
violate (syntactic) grammaticality: though they are phonologically well-formed, they violale
very basic principles of phrase structure; * the girl who taught I last year, * you want to send

me somebody else to you, * an on unforiunate day, eic.

(33) Shifis: Function Words

Pronominal
a...card I just sent himio __ '
what"s it meant to be done with _
§ had it __ planned alf out
1 would like to alf remind you
the girl who ___ tanght Ilasi year
you want __ 10 send ate somebody else to you
there’s a crazy card 1 just sent himto __
Bever refersitto __ only in one form
1 can herhear _
how he can __ get it done in lime
but when you will ___ leave?
why you do __ miss teaching when you're on leave
are __ going you to the Renaissance Faire this year?

Preposition ’
he's been __ a long around lime
how much do you want for this __
the way we can characterize the situation would by be __
{ don’t see in any reason ___
1 don’t want 1o part __ this book with too long
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she was wailing __ her husband for
Article
he has speat the most of__ time on his synthesis
an on __ unfonunate day
Adverbial
what I'm working thenon _
what I'm there saying __
Billie Jean is picking her back way __ up
1 once think 1 could __ do this
you're in a more better position, you're __
it's all almest __finished
the reallything 1 __ like
I __ hate to reallycorrect exams
but my English teacher __ docsn't know what she’s really doing
Auxiliary
T __say that because 1 don'r want to go 10 Mexico
[__glad I'm wasn't there
{he meaning cannot __ a function be of truth
why do have we __

Note that multiple categorizations are possible: a card I just sent him tocould be a result of &
shifted pronoun (shifting him to the lefi), a shifted preposition (shifting to rightwards) or
even a word-exchange (cxchanging to and him). Cases such as what's it meant to be done
with are more straightforward and allow only one categorization (shifting of if keftwards).

Garett (1980) discusses shifts extenstively and uses them as additional evidence that
grammalical ilems are ingerted laier than lexical items. But his model makes shifis somewhal
mysterious: if they begin life as pan of the *planning frame’, why don’t they slay put?
Garrett’s model is well geared towards explaining stranding, where grammalical itcms
remain in the correct frame position; but it fails to adequalely explain shifis.

Here LOLI (as outlined in Chapter 3 shove) provides a better model. According to this
view, function words and inflectional affixes are stray adjoined to existing prosodic structure,
whereas content words and derivational affixes have prosodic structure built upon them,
Thus function words and inflectional affixes are both (1) the only morphemes that need to be
stray adjoined and (2) the only morphemes that undergo shifts, With this in mind, we can
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simply model shifts as (somewhat mis-guided) stray-adjunction. Grammatical morphesmes

*shifi* when they are stray-adjoined 1o (he wrong words.

(34) Shifis as misguided stray-adjunction
P

Stray Adjunction

PhonPhrase

PhonPhrase

IntonPhrase

What allows such shifis is the phonological nalure of stray-adjunciion. Strays arc
adjoined to prosodic constituents, not to morphological or syntactic constituents. As far as
the phonology is concerned, any morphological or symtactic host serves equally well: all that
is required is that the host be of the right prosodic category, ¢.g., a © or @. In this sense,
then, shifts result from a mis-match of prosodic and morpho-syntactic hosts (ct. Inkelas
1989): a stray function word or inflectional affix finds the righr prosodic host (v or o} on
the wrong morpho-syniactic host. The result is phonologicaily well-formed but syntactically

and morphologically anomolous.

226

5.6 Mis-specification of phonetic form

The penultimate stage in senlence production according in Garrett-based models involves the
specification of phonetic form. This applies at once to content word stems, function words
and inflection since everything in the representation at this point is fully phonologized.
Mistakes at this stage in the derivation should therefore apply to all words and affixcs
equally. A priori, we might expect threc types of mistake: failing 10 produce some element
(deletions), producing an element that isa’t called for (additions) and mis-producing some
element.

Each of these speech error types occur, Deletions are siraightforward: e.g., speeck error
> peach error. Lexical stress is often adjusted to compensate for a lost syllable:
sreméndousty > irémenly. Additions are slightly more suspect since the added clement can
often be accounted for by a compeling plans hypothesis: e.g., every fime Twanrto go >
every time I wantING to go could be a result of a mis-selection of planning frames (sce 9 and
10 above).

The last case, mis-production, has two main sub-cases: am clement may be mis-
pronounced like a following element (anticipation) or mis-pronounced like & preceding

clement (perseveration).

Anticipations and Perseverations
Amnticipations occur when an upcoming feature, segment, cluster o syliable is realized too
early in the ulterance. Perscveralions occur when an previcous feature, segment, clusier or

syllable is realized again in an urterance.

(35) Anticipations

think through > thRink through
talking about > talking Babout
any harm > Hany hann
with a brush > wiSHabrmush
be so sure > be SHow sure
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falsify my claims > falsiMY miy claims

instead of space food » inSPead of space food
(36) Perseverations
it doesn’t strike me as fuany » it doesn't strike me as Money
- will pick up the 6th gold medal > will pick up the 6th gold Wedal

so that 1 can stan the tape back up (G) > so that I can start the STape back up
1 dreamt that he broke both arms (G) > I dreamt that he DRoke both arms
experiences become much more > experiences become much more
exportant than anything else [(8)) EXportant than anything else
1don't understand the order st all (G) > ¥ don’t understand the order at OR

(G’ from Garrent 1980.) As Garrett points oul, &

leature of the anticipation/perseveration ervors that is worth mentioning is
the occasional involvment of closed class vocabulary (i.e., function words
and inflcctions}) in these ervors (42 cases of the 316). In this they contrast
sharply wilh sound exchange errors which do not often involve those
classes. Moreover, most of (hese cases are interations between an open
and closed class vocabulary item, rather than interactions belween (wo
closed class items of the same minor calegory. Whal seems (0 be a very
powerful consiraint on exchange of words (correspondence of category) or
exchange of sovnds (confined lo open class) seems of much lesser
importance to the system which gives rise to errors of anticipation and
perseveration. {1980:195)

Anticipations and perseverations, it should be noted, are not always transparcal: SOme
anticipations may be cases of comected sound-exchanges:

(37)  think through > thrink though > thrink through

(rarget) . (sound-exchange} Eorrection)

What is important shout anticipalions and perseverations, however, is that they seem 10
freely involve both content and function wordé. both derivation and infleciion, In this way,
they differ drastically from siranding errors, sound-exchanges and shifts. Just as these other
speech emor 1ypes argoe for a level of representation at which only lexical items are
phonologically realized, anticipations and preservations demand a stage al which all words

and affixes are phonologically spelled out.
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5.7 Conclusion
Diferent types of speech eror affect lexical and grammatical morphemes in different ways.
Soine types of speech error affect only lexical stiems (€.g., siranding emors), some affect only
grammatical ilems (6.8., shifts), other affect both (e.g. anlicipations).

The processing model in (2) predicts a nomber of types of speech error, namely, one or
more sype of emor for each stage in production and no others. The predictions scem to be

bome out, as folows.

(38) Predicied speech error 1ypes: REGM

1. Mis-selection of major lexical items Substitutions, Blends

2. Mis-specilication of underlying grammatical relations Syniactic Errors

3. Mis-selection of susface positional frames Tags, Substitutions

4. Mis-insertion of lexical stems Siranding Emors,
Word-Exchanges,
Sound-Exchanges

S. Mis-insertion of function words and inflectional affixes  Shifis

6. Mis-specification of phonetic form Deletions, Additions
Anticipations,

Perscverations
But this processiog model is difficult to assess without some grammatical inmpnﬁation of
{he levels of representation it posits. The 2 Lexicon Hypothesis and Level-Ordered Lexical
Insertion (1) provide such grammatical interpretation, In a very real scose, the grammar in
(1) provides the competence behind the performance model in (2).
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6. Language Breakdown (1) 2 Lexicon Hypihesis model

Lexicon
Aphasia offers evidence on how linguistic information is stored and processed in the Conlent Words:
blue, ¢at, thimble, yesterday... Lexical Phonology

brain. Linguistic aphasiology “deals primarily with (he details of the linguistic structures
Derivation: -ic, -ity, -ize...

that aphasic patients lose and retain, and with abnormalitics in the processing of these ish, -iC, -NCSS...
structures” (Caplan 1947:143, emphasis mine). In this chapter | will review aspects of |

acquired aphasia that shed light on the organization and processing of words and affixes. S"'"”

Each of these arcas has an exiensive history and literature and 1 will not attempt 1o cover Svntax

the range of analyses available, My main concern will be to discuss evidence for or {D-Structure}
against the models of seatence production ‘jn Chapter 1. For this reason, I will discuss (S-Structurc}

aphasic production (speech) much more than aphasic comprehension, though the laiter |
Partial Phonological Representation

Construction of

will be brought in to lemper some of the claims made on the basis of the former. Prosodic Domains

As in Chapter 5, I will assume that the partial outline of (he grammar in (1) may be . :
‘ Phruasicon - .
construed as pant of a processing model (2) that can be used to predict what elements of Function Words: ‘
. i i . i and, if, the, to, will...
linguistic competence and performance can be differentially affected in aphasic speech. . :
Inflection: ,' ‘
-od, -ing, -§...
|
Full Phonological Representation Prosodic Phonology
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(2) Revised Exiended Garrett Model
Semantic }
Representalions

[remeon ]3] Ve
- Processor

D-Swuucture
representatons }

Mujor lexical items sclecled;
underlying grammatical
relalions specified

Syntactic Surface pasitional frames
Processor selected, stems inseried
§-Swuctare }

representations,

w Function words, inflectional
affixes inserted

{ Phenolopical
reprcse|nlalions
Phonetic | Specification of
Processor phonetic form
Phonetie [nsteuciions to
e — A
repfelem:ulnns} articolators }

If these models are viable, we would expect each of components {boxes) on the right-hand
side of the diagram in (2) (o be selectively impaired in acquired aphasia. Each such
impairment should result in particular aphasic symptoms and there should be no recurrent
aphasic symptoms which cannot in principle be atributed to some such impairment. The
grammatical and production models in (1) and (2), then, predict that the following types of
selective impairment should occur.

(3) Predicted selective impairments in aphasic speech: REGM
1. Impaired (access to) Semantic Processor

2312

‘ — 3 1 (™

Impaired (access to) Lexicon

Impaired (access 10) Syntactic Processor
Impaired (access (o) Phrasicon

§. Impaired (access to) Phonetic Processor

oo

Types 1 and 5 fall outside the scope of this dissertation and will not be discussed.
Emphasis here will be placed on types 2, 3 and 4 since these types crucially involve the
hypothesis that the insertion of words and affixes is level ordered (LOLI) and the
hypothesis that words and affixes are stored in two lexicons (2LH).

Note that whereas in discussing speech errors, the processes on the right of (2) were
used to predict types of error, in discussing aphasic symploms the modules on the left of
{2) have been used. The boxes in (2) represent the component stores of mformation used
in processing in both normal and aphasic speech. In modeling speech errors, these
components must be intact and access to these components must be intact; speech errors in
normals do not result from damagéd components of the grammar or from restricted access
to them but from mis-processing. Speech errors must be madeled on an intact and normal
grammar/processor. In aphasia, on the other hand, either access to a component is
disrupled or the component jtself is disrupted; aphasia is taken to result from damaged
components of the grammar or from restricted access to them. Aphasia is to be modeled

with a disrupted grammar/processor.

Symptoms and syndromes

In discussing the linguistic analysis of aphasia, il is crucial to clearly distinguish sympioms
from syndromes. The list in (3) is meant 1o broadly characterized types of symptom rather
than types of syndrome. Syndromes are collections of symptoms that tend to recur in
patient after patient. Wemicke’s aphasia and Broca's aphasia are classical syndromes; each
is characterized in terms of a sumber of symptoms: Wemnicke’s patients tend to have

fluent, well-articulated and {(apparently} syntactically complex speech marked by non-

¢
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Nisble to that will straighten me out again and bring me back to where I can
hear something see and vntil § 1alk [ under talk § got 10 do the interfering has
have non-flucnt and dysarthric speech that is syntactically impoverished but meaningful, W gol to acl with me for a while see because it doesn't it won't interfere with

sensical content and word-finding difliculties; Broca's paticnts, on the other hand, tend 10

me properly now now I hear them talking you know....(Howes 1964; ciled

often marked by a lack or misuse of function words and inflectional affixes. Syndromes
in de Villiers 1978)

are also often assocnlcd wnh dnl‘fcrent areas in the braih; Broca's aphasia is usvally

v assocnaled \a;nh msult to the anterior part of th tempural obe of the left hemisphere, I felt worse because I can no longer keep in mind from the mind of the
minds to keep me from mind and up to the ear which can be to find among
whereas Wemicke's aphasia is more associaleruh the posterior part of the temporal lobe. ourselves. (Goodglass 1973) A
¥ othier hand, may recar in any number of syndromes. They serve Paraphasic speech such as this may be modeled as sclective impairment to the semantic
both to defice syndromes and to sub-classify them. Symplomis are unitary phenomena procesor, as shown below. 43};}\ !
that may be related to particular aspects of linguistic structure, Thus although Broca’s :
4 Parap\h\asic speech
aphasia as a syndrome may be difficult 10 characlerize linguistically, the symptoms that ‘ || ic 6
Lexicon
characierize it are not: lack of prosody, problems with articulation, lack of syntactic F |
structure, lack or misuse of grammatical morphemes, eic. Syntactic
Processar .
This chapter will necessarily focus, tberefore, on symptoms that recur in aphasia, rather I :
than on syadromes of those symptoms. Io modeling these symptoms in terms of the Phrasicon I
models in (1) and (2) I will set aside the important issue of whether a symptom resulls (a) - I |
direcily fram a disrupted component of the grammar/processor or (b} indirectly from grh‘;.::::cor ;
disrupted access to a (sub-)component of the grammar/processor. I will use four cross- +
hatches (///f) over a componcnt of the grammar/processor to Tepresent cither (a) or (b). Access 1o the Lexicon is normal but fed by a dysfunctional semantic processor: pacients

_ produce actual words but they are nol selected in a semantically coherent way. Synlax is

6.1 Impairment implicating the Semantic Processor also (apparently) relatively unaffected: phrase length is typically quile long, phrases are |
Impaired access to the Semantic processor in (2}, with the rest of the processor intact vf coordinated and subordinated, etc. Cutput from the syntax feeds the Phrasicon, which also ‘
would yicld speech that is syntactically, morphologically, phonologically and phonetically %WW& Finally, the Phonetic 1
well formed but meaningless. Such “paraphasic” speech is found with many paticnts y)(ﬁ"jj( processor interpeets prosodic domains in terms of intonational contours and comectly |
diagnosed as Wemicke’s aphasics. Consider the following samples: ioy‘y{) convenis phoaological sirings into phonetic ones: the prosody and articulation of such ‘ )
Bui 1 figured that if I defective my my talking see my talking itself 1 1 get «,9-/ patients is often totally normal, Their speech ratc sometimes even exceeds that of normals,

my tongue back again 1o where I can lalk from what they say why then its X as if nonsensical but geammalical sentences were casier to form than meaningfol ones.
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output of such aphasics is “fluent but empty”,

[R1] Pmphas@p‘eg
Onthographic

et
)

4

@

Lexicon
cap
e

cape

Nothing seems to be amiss with any particular word or affix, witl any (local) syatactic

paraphasia may be modeled an impainnent implicating pari of the Lexicon,

Phonological
Lexicon
frpl
Kejnd

Ikejp/

e wife saw't|

wﬂlf 8y N

6.2 Impairment implicating the Lex

At least two other types of impairment ca

Ecmmlic processing as an ervor in jexical selection in the prope

on

(accessing) the Lexicon: neologistic jargon and anomia.
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SFuCTaTE). Or wilh pronunctiation or intonation. As Blumstein (1978:6) puts it, the speech

With a sufficiently anticulated model of the Lexicon, such as Fromkin's (1985) model,

e

i

(%)

4

A semantic sub-lexicon such as this\pbviates the need for a semantic processor altogether.
Fromkin (p.c.) poinis out that a semantic sub-lexicon provides a locus for paraphasias of

this sort: if someone thinks color and sys race it may be seen not so much as ::IB:E)LHL

e modeled as resulting from a deficit in

W%x/ (

Neologistic jargon involves the creation of content word stems:

“wonting to wofin to a house/with the umbledor. Then he

ing then BE too to the womin and to the umbglla upstairs...
(cited in Goodglass and Kaplan 1972)

v

At
0

gaE

W (')NJ E: Who broke it?
W :
p o

Well all 1 know is somebody is clipping the kreples.... Now this here, I'm
confoy here, because the have explained what 1 don’t know.
(cited in Goodglass 1978)

Here the Lexicon must be impli_cated in the impairment: the word-formation component
produces non-normal output not attributable 10 deficient or abaormal semantic input or
selection. Again, note that pronunciaion, intonation, syntax and athe selection of function
words and infiectional affixes may be almost tolally spared in neologistic jargon.

Anomia is similar, except that patients use generic existing content words instead of

)t
(&

Creatitg nEw ORESs-A woman reported on in Saffran et al. (1980) is a typical cxample.
Although this patient “constructs well-formed sentences, they are grossly deficient in
specific lexical contend, {(1980:223).)The patient Estnbe a'[_)rieutn in
which a window has been broken by & bascball; a man is coming out of the house, pointing
a finger at a little girl; a boy in baseball gear crouches behind a fence, out of sight.

{ P: The guy did something, right there... He ran... and she’s there tike she
didn’t even know. .o .4 2

Q P: She would never do it. She looks like a really nice kid. He's really
getting mad {pointing to the man}... He did it (pointing 10 the boy). He
broke it.
E: How?

did it

g:f M s P Ican'uiell you, but 1know what itis, It is just broken. ‘Cause this kid

, E: Whatkind of “kid” is that?

Paraphasic and anomic speech provide support for the claim that linguistic information

is modularly represented in the brain.
These findings are suggestive, since they point 1o the non-homogeneity of
linguistic knowledge, the psychological distinciness of lexical and syntactic
processing. For the meanings of individual lexical items must be
represented differently from the structural patterns by which they are
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combined, it severe breakdown of the t'unn;',r can occus with no apparent
disruption of the lager. {Lincharger 1989:204)

This isolability of lexical knowledge may be modeled as follows:

(6) Anomic and/or neologisiic jargon

-1 Semantic
Processor

Syntactic
Processor

Phrasicon

I »
Phonetic ‘/:ei

Prucessor

But note that these patienis do not merely show a differential impairment of lexical items
vs. structural paiterns; they also show a differential impairmcat among lexical items.
Content word stems are mis-selected (paraphasia), created {jargon) or may be reqﬁced in
pumber (anomia) but fonction words and inflectional affixes remain intact / This is
represented above by the separation of the Lexicon and Phrasicon: impairment to the

former does nol necessarily imply impairement to the latier.

The Lexicon(s)

The selective problems that such patients have with content word stems and the relative
case with which they produce function words and inflectional affixes suggest thal their
access 1o the former has become impaired while their access 1o the latter has been relatively
spared. This is most easily understood on a production model in which content word
stems are stored and accessed differently than geammatical items. The REG model in 2)

is not unique, of course, in having this feature.
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Consider Lapointe & Dell's EG model, for instance. Recall that the syntaclic processor
includes a subcomponent, the fragment and function word siores, that contain phonological
and syntactic information about fonction words and inflectional afTixes.

(7) Syntactic Processor (Lapointe 1985i

{ Functional Leve)
Represcntations

Address

k- index
Control Fragment and
Mechanism function word

slores
- Locator g
Stem
i Insericr -

Representations }
Information about major lexical stems is stored in the lexicon, a separate component
altogether. Damage to the lexicon or to the access route that links the lexicon to the
syntaclic processor would result in just the type of impairment seen in Wemnicke's aphasia:
problems producing and comprehending content words, without £ comparable problems in
producing and comprehending function words and inflection.
Note that a double-listing modcl, such as thal of Bradley, Garreit and Zusif (1980), can

equally weil describe this sort of selective impairment:
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For the most part, anemalous seatences were also repeated verbatim. Semantically
anomalous sentences, for instance, such as You brush my teeth in the morning, The door
opened the woman were also usually repeated without change. And most sentences with
near nonwords were repeated verbatim (A yellow tencil) unless the object referred 1o was
presented to the patient visually: presented with a yellow pencil, she repeated A yellow
tencil as a yellow pencil. Finally, nonsense words (libl, shnart} were usually echoed
wihtout modification. In general, “HCEM’s performance demonstrales that she had
access (o lexical storage in her grammar if and only if a verbal or a visual context was
provided” (1976:52).

Remarkably, however, sentences that involved a violation of inflection or function

word were repeated with the violation corrected.

HW: *(One pencils,

HCEM: One pencil.

HW: *] 1alk to her yesterday.
HCEM: [talked to her yesterday.
HW: *She like to drink coffee.
HCEM: She likes to drink coffee.
HW: *You kidding me.
HCEM: You're kiddiog me.
HW: *Is the money him?
HCEM: Is the money his?

HW: *In a first place, read this.

HCEM: In the first place, read this.
Such corrections cannot be due to visual cues since the function words and inflectional
affixes in general do nol refer to anything in the visval field. Nevertheless, As Whitaker
put it, “her echolalic mechanism was coupled with a ‘grammatical filter™ that allowed her
to comect ill-formed sentences thal contained violations involving function words and
inflectional affixes. (1976:40). The grammatical filter correcily supplies both function

words and inflection but failed to filter out most lexical improprieties; again, access Lo
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information about lexical items seems to be differentially disrupted: while content word
improprieties werc generally nol correcied (unless visually prompted), function word and
inflectional impropricties were.

A number of types of aphasia, then, can be modeled as a logs of access to components
or snb-compohents of the Lexicon with no loss of access to other componcnts of the
grammar/processor, including the Syntactic prosessor or the Phrasicon. Empairements

that single out these modules seem to occur as well.

6.3 Impairment implicating the Syntactic Processor )
Impairment implicating only the syntactic processor but sparing the Lexicon is found in the
speech of agrammatics. For most (but not all) agrammatic patients, § accompanied

by a morphelogical impairment in the use of function words and inflectional affixes. This

-
may be called general agrammatism. We must also distinguish two other types of case, ) 5

however, in which the syntactic and morphalogical (function word and inflection) deficits
occur separately. Selective impairment of the syntax may be observed with relatively
nermal use of funclion words and inflection; and selective impairment of the vse of
function words and inflection may be observed with relatively normal syntax (see below,

6.4)

General Agrammatism

Agrammatism is a type of aphasia generally associated with Broca’s aphasia. Unlike the
speech of Wernicke’s aphasics, which tends to be as fast or faster than normal speech, the
speech of Broca's aphasics tends to be slow, labored, inarticulate and unmelodical.

Agrammatic production is marked by a number of features, as summarized by Keae

_ (1983, following Tissot ef al. 1973):

.
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1. The deletion! of funciion words in discourse, that is, the deletion of
conjunctions, preposilions, articles, pronouns, auxiliary verbs, and copulas
(Notable exceptions lo this are the conjunclions and and hecause).

2. The predominance of nouns, al the expense of verbs, in some forms of
agrammatic speech.

3. The loss of verb infleciton, with subsiitution of the infinitive for finite
verb forms.

4. Loss of agreement of person, number , and gender, most notable in
inflected languages. Jakobson (1963) points out that in languages with case
declensions for nouns, nouns revert to the nominative form.

The result is “telegraphic speech”. Characteristic samples bear this oul:

Cinderella...poor...um *dopted her...scrubbed floor, um, tidy...poor, um,
..’ dopted...Si-sisters and mother...ball. Ball, prince um, shoe.... Scrubbed
and uh washed and uh...tidy, uh, sisters and mother, prince, no, prince, yes.
Conderella hooked prince. [Laughs.] Um, um shoes, um, twelve o'clock
ball... (Schwaz, Linebarger and Safiran 1985}

Ah oui! Gréve. Grtve. Euh, marcher, drapcau rouge. Euk, matrague.

Enfin, matraque, Faculi¢. Euh, ah oui: dix pour cent, salaire. Euh, bah!

c'est tout,

{Ah yes! Sirike. Strike. Euvh, walk, red flag. Euh, bludgeon. Well,

bludgeon, Faculty. Euh, ah yes: ten per cent, wWage. Euh, bah! that’s all.)
(Lecours and Rouillon 1976)

As Schwartz, Linebarger and Saffran (1985) stress, “telegraphic speech” should not be
taken too literally: it is not simply the case that agrammatic speech eguals normal speech

minus infelction and function words. The syntactic siructures used by agrammatics are

1 “Deletion’ is generally determined by omissions involving items in obligatory contexls.
In an agrammalic sentence like The boy show a Valentine's duy [card], a number of ilems
may have been deleted:

The boy show{(s)...

The boy show(ed)...

The boy (is) show(ing), ctc.
Which of these elements has been deleted is an interesting question, bl one that is often
difficult to answer. What is oot at issue, however, i8 thal some grammatical morpheme or
morphemes required by the conlext has not been supplicd: this is an *omission’.
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quite limited. Schwartz ct al. point out, for instance, that the dative causes some difficulty

for a number of patients trying to describe a picture of a boy giving a valentioe to a gitk:

D.E.: The boy is gave... The boy is gave the card.

H.T. The boy show a Valeatine’s day... The boy and the ;girl is valentine.

V.S.: ‘The girL.the boy is giving a...giving his girifriend. The boy

" valentine the girl. the boy givin® valentine to girl.

P.W.. The boy is valentine the girl. The boy is giving the valentine and the
girl is pleased.

M.F.. Valentine's day and candy I think Valentine's day. Girl is
Valemine's day...Boy is getting with the girl valentine’s candy.

If agrammatics simply failed to produce function words and inflection, they argue, we
would expect utterances like Boy give valentine girl,

Grodzinsky (1984, 1990) forcefully makes the point that agrammatics both omit and
substitute grammatical markers, Omission only sccms (o take place in contexts where &

possible word results (dog for dogs, eat for eas).

Such is the English case: the singular form in the nomiual system and the
present tense form in the verbs system are both uninflected. Consequently,
plurals, possessives, and verbal inflections arc omitted in English
agrammalic speech. But in languages such as Russian, Italian, and Hebrew,
where omission of the nominal, adjectival, and verbal morphology would
resull in lexical ill-formedness, such clements are not omitted (although
other closed-class items are). Rather, certain inflectional clements are
substituted for athers. In Hebrew this is due to the nonconcaienative nature
of the morphology, and in the other languages it is due to the fact that in
many instances there is no zero-inflection option. (Grodzinsky 199{:52-3)

Any anlaysis of agrammatism must take these qualifications into account.

A Phonological Account of General Agrammatism
Arguing that the class of items impaired in agrammatism cannot be characterized in

synlactic or semantic terms, Kean {1977, 1980) proposes a model of the agrammatic
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production deficit in terms of stress. Morphemes that are stressed (dog, eat, blue) or that
affect the placement of stress within a word (-iy) are not impaired in agrammatic speech;
those that arc stress neutral (to, the,-ed, -s) are.

As Kean herself notes, “deficits are to be characterized in terms of the impairment to
some componeni(s) of the language faculty” and not simply in terms of a level of
representation{1980:260). Tha is, & characterization of agrammatism merely in terms of a
phonological (or syntactic or semantic) level of representation does not go far in ¢xplaining
how agrammatism comes about: a representational deficit is a symplom of agrammatism,
pot its cavse. Kean therefore suggests that her phonological characterization of the deficit
be linked with something like Bradley, Garrett and Zuril’s (1930) model and with
Garrett’s processing model. In this way, her phonological characterization is grounded in
an impaired component of & processing model.

Kean's account incorrectly predicts that siress neutral derivational affixes (-ness, -ize)
will be affected to the same degree as siress neutral inflectional affixes, a claim which is not
borme out by clinical observations. Indeed, her general claim, that “A Broca's aphasic
tends to reduce the structure of a sentence to the minimal string of elements which can be
Iexically construed as phonological words in his language (1977:25) would sec’n-\ra predict
that alf affixes would be lost in agrammatism. (See, among others, Grodzinsky 1984 for a

critique of Kean’s proposal.)

A Syntactic Analysis of General Agrammatism

A number of analyses have been proposed that characterize agramunatism as a pure deficit
in syniactic processing (e.g., Berndi and Caramazza 1980, Grodzinsky 1984, 1988; see
Schwantz, Linebarger and Saffran 1985 for a more complete discussion). As Schwartz et
al. put it, (hese analyses all characterize agrammatism as [Lanugage Sysiem minus

Syntactic Component]. The general idea is this:
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Without a planacd syntactic frame 1o guide production, lexical itlems witha
purely syntactic function would not be selecied by tbe semantic interpreter.
Thal is, patients’ utterances would be expected to he agrammatic. o
addition, wihtout adequately selected syntactic structures, we would expect
other pulput problems such as word order disturbances... The characteristic
dysprosody of Broca's aphasics is also a prediciable consequence of a
failure 10 select a syntactic frame 1o guide production.
{Berndt and Caramazza 1980:271)

Grodzinsky's (1990) syntactic account is perhaps the most claborated. He claims that “the
universal characierization of the grammatical representations for agrammatic specch
production patterns” is as follows (1990:61):
At S-structure the represeatation of agrammatic speech differs from the -
representation of normal speech in the following respects.

a. Nonlexica) terminals are deleted.
b. Govemed prepositions are deleted.

What are “nonlexical terminals?* Grodzinsky offers two dcﬁnitions but says be is “aware
of no data that distinguish between the two” (1990:39):
A terminal element is lexical iff:

Def. I: It is dominated by a category delined by the featutes [+N, +V].
Def. 2: It contains kexical material ai a given level.

Definition 1 runs into the problems discussed in Emonds (1985) and above in Chapter 1:
pronauns, auxiliary vetbs and most prepositions are also dominated by a category defined
by the features [+N, +V]--but they are nol retained in agrammatic specch. Grodzinsky
handles prepositions by dividing the class in two on syntactic grounds: those that arc
governed (dative to, for instance) and those that are not {lexical prepositions like over,
under). But this account cannot be ;‘xtcnded to pronouns and auxiliary verbs. Pronouns
are especially difficult for Grodzinsky's account since he treats proper names like Mary as
dominated by NP (1990:169): _if proper names and pronouns are both dominated by NP,
his definition 1 incorrectly predicts that both will be retained ia agrammatic speech.
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Grodzinsky does not discuss Definition 2 at any length but notes that it would inclode
“daterminers, inftection, auxiliarics, and case markers, as well as the emply caleguries lrace
and PRO and their assocaiated indices” (1990:59). If by containing ‘lexical material at a
given level’ he means something like the first stage of level-ordered lexical insertion
(Chapter 1 above), Definition 2 is non-distinct from “items in the Phrasicon”. Since he
does not treal this at any length I will not discuss it further here. -

Grodzinsky's account suffers from two probiems. The [irst conceras his (useful)
notion of breadkdown compatibility. He proposes that an adequate grammar must be
constrained by Jearnability, parsability and breadkdown-comparibility. The latter is defined
as follows:

the patterns of selectivity in the relevant domain observed after brain
damage have to form patural classes in the theory [of grammar]. The
internal structure of the theoretical account of a domain, then, effectively
dictates which patterns of impairment are possible, and which are
impossible. An examination of deficit descriptions can be used to evaluate
the theory. 1f the predictions it makes are correct, and i1 is found to be

compatible with breakdown patlerns, we can conclude that it meets the
neuropsychological consiraint of breakdown-compatibility.

The problem is that the breakdown patterns he describes (the deletion of non-lexical
terminals and governed prepositions) do not form a natural class in the theory of grammar
he espouses, Goverment-Binding theory (Chomsky 1981, 1986a, b). GB theory makes
available ooly the natural class {N, A, V, P} and, as Grodzinsky himsell makes very clear
{ps. 59-62), this is not the class of items that are impaired in agrammatism.

Another limitation of Gredzinsky's proposal is that it is characterized in terms of a
level of representation (S-Siructure) rather than a compencat of Lhe grafmar or processor.
Recall Kean’s claim that “deficits are to be characterized ig lerms of the impairment Lo
some component(s) of the language faculty”. Now the GB model of grammar

Grodzinsky uses is guite modular, so we might expect the deficits ke cites in agrammagism
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10 be statable in terms ol one of 1hese modules, Consider his characterization of the

grammar and its modules {his figure 2.2)

(11} A GB Grammar

rJC' theory, theia ﬁu:oij———-——’ D-structure
F LF

Lmpty Category Principle,
binding theory, control theory

Projection Principle

Move-Alpha

D-Struclure, S-Structure, PF (phonetic form) and LF (logical form) define the levels of

P

represcatation; modules of the grammar ar¢ given in boxes and their domains arc indicated
by arrows. Sucha model of grammar predicis (i.e., is breakdown compatible with) a
number of bypothetical language deficits: e.g., one in which case theory fails to apply, oue
in which nothing maves, one in which X' and theta theory fail to function properly, etc.

But none of these modules defines the domain in which the agrammatic deficit is located.

Nor does S-structure define it, though it does jnclude it. Essentially, Grodzinsky's analysis

boils down to the addition of two deletion rules 1o the grammar in (11): one delctes non-
{exical terminals, the other deletes un-governed prepositions. These rules convert the
normal representation, S-structure, into an agrammatic represcatation, S-structure prime.
Though Grodzinsky's analysis is successful in locating the effects of agrammatism, it is
unable to isolate the cause of these affects, i.c., the affected module of the grammat.

This is nol to say that a syntactic analysis of general agrammatism is impossible. But
(here may well be something amiss in trying to define general agrammatic production
purely in terms of a symiectic deficit:

.although considerable progress has been made in working out the details

of the nature of agrammatism, there remain many uoresolved issues. Only
two strong conclusions are possible regarding the structure of
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agrammatism; it is churacterized by the relative amission of free-standing
grammatical markers and the amission (in languages like English) or
inappropriate selection (i lunguages like Italian) of inflectional
morphology. The other features of agrammalism...have a somewhal more
(enuous status. Thus, it cannot be said with certainty that context has an
affect on omission of grammatical markers, ihat phrase lengih should be
severely restricted, that voerbs are nominalized or omitted excessively, or
(hat word-order problems necessarily co-occur with the omission of
grammatical markers, despite somne evidence for these features,
(Caramazza and Bemndt 1985:40--my emphasis)

Perhaps isolating function words and inflectional affixes by pruning syntactic

repiesentations upsiream is nol the answer. Another possibility lies in modeling the

disruption of these items more direcily. Gb

The Closed Class Hypothesis. _

Bradley, Garrett and Zurif (1980) introduced an analysis of agrammatism that singles ovt a
specialized lexicon for closed class items, j.e. inflection and function words (se¢ also Zurif
1920, Garrett 1982). As detailed above (Chapter 1), this sccond lexicon holds rapid-access
copies of the function words and inflectional affixes that are stored in the regelar lexicon.

In agrammatism, access (o the second lexicon is taken to be disrupted (/i/):

{12) A Double-Listing Model

Lexicon Second Lexicon
Content Words:
blue, cat, thimble, yesterday... .
Function Words: Function Words:
and, if, the, 10, will... and, if, the, Lo, will...

Derivation: -ie, -ity, -ize,
-ish, -ize, -ness...

Inﬂec{itln: -ed, -ing, S lnﬂcstion: -ed, -ing, -s

NN\ ANN
Frequency-sensitive quWilive
access Toute Oute

ANN N\
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On such a model, then, agrammatic speakers may be hypothesized to rely solely on the
frequency-sensitive lexicon. Consequently, they must search for the and -ed in the same
large hin in which they search for biue and -ness. The result is that the and -ed are not
olidl as readily as they are by normals; this is taken to be the cause of telegraphic speech.

This approach has at least iwo advamage-s. First, it ties in an analysis of agrammatism
with a model of 1he processor that is independently motivated by speech error data in
normals, i.e. the Garrett model. Second, it models agrammatism on loss of accesstoa
component in the process rather than merely locating the deficit somewhere in one or
another level of representation.

y Onc disadvantage of the model is its double-listing of closed-class items. The double-
1" listing of grammatical items in the lexicon as welt as in the second-lexicon was motivated
by studies (Bradley and Garrett 1979; cf. also Bradley 1983) which showed that
agrammatics retain the ability to recopnize function words as existing words of their
language. Moreover, they recoguize function words in the same way as l]r;y recognize
content ﬁords , namely, as a function of their frequency in everday specch. In this they
differ from normals, whose recognition of content words iz a function of their frequency
but whose recognition of function words is not correlated to their frequency. If function
words were not doubly represented in the (first) lexicon, it is reasoned, loss of the second
lexicon would result in total los:; of function word recognition.

The problem with this involves the disruption of function words and inflectional affixes
in agrammatism. If agrammatics have the same speed of access to function words that
they have lo content words, why do they emr primarily in the use of the former rather than
the latter? Equal aéccss should yield equal, not differential impairment. Indeed, if
agrammatic access (0 both classes is frequency-sensitive, agrammatics should still have

much faster reaction time for function words than content words, since they occur so much

253




more frequently in cveryday speech; but the Bradley and Garrelt resulis show about equal
access times for the two classes of words. '

A more intricale account of agrammatism is presented in work by Lapointe and Dell
{Lapointe 1985; Lapointc and Dell 1989). Their Extended Garrert model includes fragment
and function word stores thal map syatactic featores onlo sets of grammatical morphemes.
These “notion stores” are essentially highly articulated sub-Phrasicons: one sub-phrasicon
for VP, one for NP, eic. Consider the notion store that maps featores of VPs onto
morphemes that spell ot modality, voice and aspect (rows) in terms of person and

number agreement (columns):

(13) Panial VP Notion Store for English {LaPointe and Dell 1939)

(indic, act, nonspec % {Indic, act, dur) % {indic, pass. GODSPEC X .
(pees, sing-3) x (pres, sing-3) x {pres. sing-3) XX
(pres, sing-2) x (pres, sing-2) X

{pees, sing-1) {pees, plur)

(pres, pl)

(past) x (pres, sing-1) XX

(anter-[ves, #ing-3) x| {past, sing) X

The VP Notion Store is organized according to markedness scales based on traditional
comparative and historical linguistic studics (ee Lapointe 1985a for discussion).

Lapointe acknowledges thal agrammatics tend to produce certain function words and
inflectional affixes, ¢.g., and and the, quite frequently compared to others. He notes that
English speaking agrammatics, for instance, tend to produce vetb forms consisting of ¥, ¥

+ ing and is V + ing. He accounts for these facis (and similar facts for [talian
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agrammatics) by proposing that a Control mechanism in the processor scans fows and
columns in the V¥ Notion Store by means of a Locator (sc¢ below--1 have fused
Lapointe’s 1985 model with Lapointe & Dell's 1989 description of it; the laiter subslitutes
notion stores for the address index and locator of the 1985 model).

(i4) The Syntactic Processor {Lapointe 1985)
{ Functional Level

Represcntutions
% | Address
font— index
Information Control
about major Mechanism
lexical stems Fragmeat and
Locator function word
-t - siores
Stem
hal Insester

]
{ Positional Level
Representations

Scansion in the notien stores procedes from 1eft to right and from top to boitom. The
farther down and to the right a morpheme lies, the longer it takes o access. Lapointe
proposes that agramumatic patients lack some of the resources necessary for deploying the
locator: as a result, they tend to limit their search to the Jefi-most and top-most comer of the
VP notion store-- producing primarily V. V + ing and is V + ing in the case of English.
This is extended to account for an asymmetry in function words vs. inflectional affixes:
the former are produced less often than the lattler. Lapaeinte models this by putting function
words lower down in the VP notioa store lh;n inflectional affixes-—-again, agrammatics
tend 1o stay up and to the left of the notion stores.

This model of the processor avoids the pit-falls of double-lising. Only major lexical

items are siored in the mental lexicon; function words and inflectional affixes are stored
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(only) in the syntactic processor as part of 'MW&
structures” (1983:31). Agrammatics have problems accessing function words and
inflectional affixes but the proi;lcm is stated in terms of the normal access roue for
retrieving these items. In the Bradley, Garreut and Zurif model, agrammatics have
problems finding grammatical items in the first lexicon (where normals presumably never
even look for them); in the EG model agrammatics have problems finding these items in
the little lexicon (where normals also look for them, but with better resulis).

In general, the Lapointe and Dell model does an excellent job in modeling agrammatic
speech. Note, in particular, that it models the deficit by isolating a single module of the
processor, the Syntactic Processor. We might annotate the model 1o show the deficit as

follows:

(15) The Agmmic Syntactic Processor

{ Functional Level
Represcnlations

—* | Address
e index
Information \ 1
ahout major - b
lexical stems Fragment and
Locator | function wonl
-} EEOICS
Stem F
ll Taserier

{ Positions! Level
Representations

Notice that the omission or misuse of inflection and [unction words on this model seems
to be directly tied to the limited syntactic abilities (embedding, ctc.) that many agrammatics

show.
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This is fine for general agrammatism, as defined here. But it is problematic when we
consider dissociations within agrammatism. As Lapointe himself notes (1983:33), work
by Miceli et al. (1983) and Safiran et al. (1980} suggesis that the omissions and misuse of
grammatical items is dissociable from the reduction in syntactic complexity and the weli-
formedness of utierances. The Lapointe model does not fare well in characterizing a

syniactic deficit without a morphological deficit or vice versa,

Syntactic Agrammatism without Morphological Agrammatism
There are two well-studied cases of syntactic agrammatism without a deficit in the
production of function words and inflection.

Safiran et al. (1980) hypothesize that “the constructional and mosphological aspects of
agrammatic production are dissociable™ on the basis of the asyntactic but morphologicﬁlly

well-formed output of a patient they stodied (p. 235). They note that

while his output is in many ways similar to that of the classical
agrammalics, the patient docs not omit obligatory grammatical morphemes.
He is even able to produce inflectional varianis (such as the /s/ allomorph of
the third person singular and the non-syliabic /t/ form of the past tense
inflection) that are rarcly achieved by the agrammatics: A picture of a girl
giving flowers to her teacher elicils:
Girl...wants to...flowers...flowers and wants to...The woman...wants to..,
The girl wanis to...the flowers and the woman,

A truck towing a car:
The...man...uh zutomobile and truck...the man drives the truck and the
automobile.

A woman kissing a man.
The kiss...the lady kissed...the lady is...the lady and the man and the
Jady.. kissing.

A boy drying himself with a twoel:
Puts...the man puts on...on his...towel,

A woman putting clothes in a washing machine:

’
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The lady...he lady launders the...the lady puts the washes...wash on...puis
on the wash with the laundry.... (1980:234)

This scems 1o require a model of the grammat/processor which distinguishes the syntactic
module from the module that spells ont non-lexical features in syntactic representation (i.e.,
the Phrasicon). Given such a model, the deficit observed by Saffran et al. may be modeled
as follows:

(16) Symactic agrammatism without morphological agrammalism

|- Semantic
Processor

Phrasicon

Phonetic
Processor

t

Untike the EG model, the REG model above is able o straightforwardly capture the

Lexicon

generalization that “while the paticnt has a great deal of difficulty in putting a sentence
together, the simple structures that he does laborate are well formed morphologically
(ibid, p. 235)

Miceli et al. (1983) report on G.G. and T. F., two lalian agrammatics. (T. F. will be
discussed below, 6.4.) G. G. is similar to the Saffran ef al. case. His specch is “slow,
effortful, and dysarthric, with a flatened melody and a peculair *staccate’ character” (ibid,
p- 68). Although he has only a mild morphological deficit (occasionally omits clitic
pronouns, definite articles and prepositions and sometimes substilutes infinitives for

inflected forms of the verb) be has a much greater syntactic deficit typical of agrammatics:
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his utterances are fargely composed of disjoint phrases, and the main verb is
omitted from about one-fifih of his clauses... He is apparcnily atlempling to
construct subordinate clauses a1 some points, but he fails to actually produce
them. And much of his oulput cannot be segmented into sentences.

' (1983:73)

Despite these severe problems with produciion, his syntactic comprehension (including
comprehension of passives and of center-embedded sentences) was within normal limits in
all of the tests given,
G. G. is especially interesting because his morphologicat deficit improved over time.

He was interviewed twice, once 3 months postonsel and once 14 months postonset. Miceli
et al. report that

In the first interview, the patient showed considerable impairment in both

morphology and syntax, as computed by number of omissicns in

obligatory context. In the second sample, morphological disturbances arc

clearly reduced, while syntactic deficiencies remain either virtually
unchanged or only slightly reduced. (1983:76)

Thus G. G. shows not only a differential impaiment for syatax and morphology, but a
differential recovery rate of these aspects of agrammatism as well. His change over time
might be modeled as follows:

(17) G.G.: reduction in morphological deficit over time

Semuntic | Semaniic
Processor Lexican Processor

\3&'%‘ — " [ :
A ~

Phonetic Phonelic
Processor Processor

' t

a. 3 months postonset b. 14 months postonset

Lexicon
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Such an improvement is difficult to model unless the morphological and syntactic aspects
of agrammatism are dissociable. (See Nespoulous 1973 for a similar report on a French
agrammatic.)

Syntactic agrammatism without morphological agrammalism argues in favorof a
rmodel of the grammar/processor in which syalactic processes are carried out by a different
module than the module responsible for the proper selection and jnseriion of function
words and ioflectional affixes. The same holds for the opposite type of agrammatism:

morphological agrammatism wihtout syntactic agrammatism (see below).

6.4 Impairment implicating the Phrasicon

[mpairment implicating only the Phrasicon but sparing the Lexicon and the Syntaclic
componert may be found inr cases of morphological agrammatism wihtout syntactic
agrammatism, These cases show the same dissociation discussed in (6.3), but with the
complementary sct of facts. There, it seems that the syntactic module is impaired bul the
morphological module that selects and inserts function words and inflection is iatact; here,
the syntactic module is intact bul the motphological module that selects and inserts function

words and inflection is impaired.

Morphological Agrammatism without Syntactic Agrammatism

Patient T. F. in the Miceli er al. stody provides essentially complementary symptoms 10 G.
G. He is “free of all dysarthria, dysfluency, aﬁd dysprosody; he is, again, 3 remarkable
case of pure agrammatism of speech” (1983:71). T.F. omits inflections and funclion
words in over half of the contexts in which they were required and replaced tensed verbs
by infinitives 47% of the time, but has sentences of normal length and complexity. He

omits no more than three main verbs in some 70-0dd clauses. There ar¢ a
few sequences of phrases which cannot be easily interpreted, but overall his

260

sample of 600 words consists of some 30 well-formed compound and
complex sentences; he uses only three simple sentences in his entire
nasrative.

Finally, there are two more grammatical properiies which distinguish the
patients from one another: the use of (he clitic pronoun system and the use
of auxiliary verbs to form the perfect tensc. both of these are very severely
impaired for {T. ¥.] and very mildly impaired for [G. G.]. (1983:74)

Like G. G. and the patient studied by Saffran et al., T. F. points toward a separation
between the syntactic processor and the morphological processes that write out pon-lexical
syntactic features. But whereas the predominantly syntactic agrammatism of G. G. is
modeled as an impairment affecting the syntactic processor, T. F.’s purely morphological

agrammatism st be modeled as impairment affecting the Phrasicon.:

(18) Morphological agrammatism without syatactic agrammatism

Scmantic
Lexicon - processor

Syntaciic
Processor

N

Phonetic
Processor

'

Koik et al. (1985) report on a similar patient, K, an agrammatic Dutch woman in her

fifties. K's articulation was only mildly impaired and she retained full control of sentence
intonation; phrase length was fairly long and a number of comprebension tests (including

comprehension of passives, ceater-embedded sentences) showed that “she understands the

meaning of the grammatical morphemes that were employed” (1985:175). Nevenheless, t

her speech was marked by a relatively high percentage of omission of function words and

inflectional affixes: “although the spontancous spcech of this paticnt docs show the
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required telegraphic quality [associated with agrammaliési...in other respects her language
behavior is not typical for an agrammatic speaker” (1983:172).

Again, this is best modeled on a grammar/processor which isolates function words and
inflectional affixes in a module separate from the modules that conirol syntax,
pronunciation, eic.

At first blush, this would seem to overstate the case: after all, in mosr cases,
agrammalic production involves both a deficit in grammatical items and one in syntactic
complexity. How is this Lo be explained if the morphological and syntaclic aspects of
agrammatism come from disruption of separate components of the processor? The
answer is probably obvious from the diagram of the grammar above: the syntax provides
the input io the Phrasicon. Problems in the input to the Phrasicon would be very likely to
cause problems with the correct selection and use of function words and inflectional
affixes.

What is surprising, and what the T. F. and K cases show, is that problems with the
comect selection and use of function words and inflectional affixes need not co-occur with a
syntactic deficit: problems downsiream need not be cansed by problems upstream. What
is more surprising, and what the Saffran er gl and G. G. cases show, is that problems in
the syntax need not cause problems with the correct selection and use of function words
and inflection: problems upsiream need not cause problems downstream. In either case,
then, the syntactic and morphological (function word- and inflection-related) aspects of
agrammatism are dissociable and nced to be modeled using separaie modules of the

grammar.

A word on asyntactic comprehension.
It is well-known that production often lags behind comprehension. A non-native speaker

of French, for instance, can usvally understand more {and better) French than she can
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produce. Even for a native speaker, it would seem, senlénces may be easier to understand
than to produce. Gamett (1980:216) points out that “the production system must gel the
details of form *right’ in every instance, whether those delails are germanc to setence
meaning o not”; thus, “unlike comprehension mechanisms, which in principle can often
succeed without taking account of grammatical features, the procecsses of creating an
utterance are inextricably bound up with them” (Bock and Kroch 1989:158).

This is important in considering agrammatic production and agrammatic
comprehension. Agrammalic listeners seem 10 be able to interpret far more information
from grammatical items than they can use successfully in production. The point here is
that we might expect an aphasic with limited access to the Phrasicon to do beuer al
comprehending grammatical items than at producing them. And this seems to be the case.
Linebarger (1989), for instance, reports on agrammatic patients who did well in comectly
assessing the grammaticality of minimally different pairs such as

Did the girl enjoy the show?
*Was the girl enjoy the show?

Which records are you going to give ___ 1o Lovise?
*Which are you going to give __ records (o Louise?

The man sat on the new sofa.
*The man sat the new sofa.
Detecting any of these violations requires access Lo information about the function words
involved.
Still, asyntaclic comprehension is well-cstablished, though ils limits are not well
understood. Linebarger also notes tha the paticnts she studied were unable to distinguish

non-categorial feature mismaiches between anaphorically linked elements.
(In the relevant tesis) the violations represent mismaiches of number,

263




gender, person, animacy between elemenis which are anaphorically linked
by grammatical principles. (1989:224)

She goes on to note thal “it might be that these coindexations are represented, but that the
mismatch in semantic features between the coindexed elements is not detecied” (ibid).
Agrammatic comprehension of (nen-contentful) prepositions has been studied in German
by Friederici (1985} and a recent study by Tyler and Cobb (1987) reveals aprammalic
comprehension of inflectional morphology. 7

Work by a number of rescarchrs suggests that agrammatic production and asyntactic
comprehension are also dissociable (Goodglass and Menn 1985; Caramazza and Berndt

1985; Miceli et al 1983; Kolk et al 1931).

Summary

Agrammatism is clearly not a simple disorder. Patients like G, G. and T. F. show that
Ktalian agrammatism, at least in these cases, appears (o be a complex of
partiaily dissociable impairments to syntactic (- ;-*~ace construction) and
morphological (infelction and function word) procesing. Derivational

morphology appears to be spared in the speech of both patients...
- {Micelli et al., 1983:82)

Patients in the Saffran et al. {1983) and Kolk et al. {1985) studies suggest that 1his
characterization of agrammatism may hold for English and Dutch as well.

The implications of agrammatism for the grammatical and processing models
discussed in Chapter 1, then, should be clear. Impaimment that selectively targets function
words and inflection but spares content words and derivation argues for a distinction along
the lines of what 1 have called the Lexicon and the Phrasicon. Of the precessing models
discussed in Chapier 1, this leaves only two: the Extended Garrett (EG) model , with its
separate function word and inflectional affix stores and the Revised Exiended Garreqt

{REG) model, with its separate Phrasicon.
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These two models ditfer primarily in whether function words and inflectional affixes
are stored in a module other than the syntactic module. According to the EG model,
function word and inflection stores are part of the syniactic processor; according to the
REG mode), they form a separate module, the Phrasicon. What have been called symtactic
agrammatism without morphological agrammatism and morphelogical agrammatism
without syniactic agrammarism strongly suggest that the module that controls coastruction
of syntactic structure and the module that controls the selection and insertion of funclion
words and inflectional affixes are indeed separate modules. Additional cvidence for this
separation comes from palienis whose syntactic and morphological deficits improve or
worsen at different rates. In this way, agrammatism adds invaluable support toone of the
central hypotheses of the REG model: that the Lexicon, Syntax and Phrasicon are distinct

modules of the grammar/processor.

Word Recognition in Agrammatics
Freiederici (1985) provides experimental evidence from German that lexical prepositions
(steht auf dem Stuk! *stands on the chair’) and grammatical prepositions (hofft axf den
Sommer *hopes for the summer®) are processed differently, even when they are
homophonous (auf vs. af). This provides interesiing support for the double-listing of
prepositions proposed in Chapter 4 on the basis of prepositions that undergo affixation and
compounding.
Normal subjects and agrammatics differed in their recognition rates for open and
closed class words:
The agrammatic subjects in our study differed from rormals in their use of
form class information. Like the normals, they showed facilitation due to
semantic context on open, but not on closed class items. Unlike normal

listeners who reacted faster to closed class than to open class elements,
agrammatic patients recognized open class items fasier than...closed class
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items.... So, this study provides some evidence for the position that
agrammatics cannol usc A special closed class retricval sysiem 10 retricve
1he functional information of such items. (1945:155})

Whatever it is that enables normals to access grammatical prepositions faster than lexical
prepositions is lost (o the agrammatics ia the study, who recognize content words more
quickly than function words. Again, this may be taken as cvidence that content and
funclion words are stored in different components of the grammar: such patients display

accessing problems with the Phrasicon, with (relatively) unimpaired access to the Lexicon.

(19) Slowed access time for function words

Semantic
Processor

Syniactic
Processor

o\

Phonelic
Processur

'

Experiments such as these provide #svidence for a computasional distinction of different

Lexicon {1

vocabulary types, and consequently, their attribution to different levels of sentence

processing.” (Friederici 1985:133)

Deep Dyslexia

Therc is a c!_osc connection between agrammatism and a form of acquired reading disorder
called deep dyslexia. Not all agrammatics are deep dyslexics, however, so the iwo
' symptoms are dissociable (Carramazza, Berndt and Hant 1981; Coltheant, Patterson and
Marshall 1980; Martin, Caramazza and Berndt 1982). In many ways, decp dyslexia is the

mirror image of surface dyslexia, discussed above.
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Deep dyslexics typically cannot read non-words: they arc essentially limited to reading
words they alrcady know. According to Newcombe & Marshall, “The salient
characieristics [of deep dyslexia] are the predominance of single-word semantic errors and
the inability to read function words and to pronounce nonsense words” (1984:187).

Single-word semantic errors give rise to the term ‘deep dyslexia’. The cases below are

typical: asked to read bun, G.R. responds *cake’, etc.

(20) Patient G.R.: Single-word semantic errors

Stimulus Response
BUN cake
GNOME pixie
CRAFT sculpture
AUDIENCE clap
LITTLE shont
ANTIQUE omament
KILL murder
DEVELOP camera
0L pound
Xu BC

As shown here, the response is often a (“deeply”) semantically related word without any
phonological or visual (writicn) similarity to the word presented.
Fromkin (1987) proposes an analysis of semantic errors in terms of her modular

model of the Lexicon,
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(21) Subcomponcnis in the Lexicon (after Fromkin 19%5)

Note that the connection between the orthographic and phonological lexicons is disrupted in

Onthographic Phonological
Lexicon Lexicon
cap fkap/
cax Aejn/
cape Icjp/
Semantic
Lexicon
CA?P
CANE
CAPE

deep dyslexia. Correct and incorrect rexling responses arise as {ollows:

Whereas the surface dyslexic is better able to read function words than content words,

the deep dyslexic tends to read only content words. Compare the performance of deep

When these paticnis read words correctly, there appears to be a direct roule
from visual onhography to onthographic listing; this either includes a
phonological representation or is somehow connected with one. When they
err, producing semantically-related word substitutions, this suggest that the
semantic representation is separate from the orthographic and phonological
representation; the orthographic listing is first mapped onlo a semantic
listing, which then connects Lo the phonology. if the wrong semantic listing
is selected, then the wrong phonological represcniation is also setected and
preduced. (Fromkin 1987:11)

dyslexic G. R. with that of surface dyslexic 1.C. above (9).

(22) Paticnt G. R.: Reading respoases to Content and Function words

Stimulus  Response Stimulus  Response
WITCH BEAN  oh, I know..well...soup..in the soup
WHICH no! BEEN  no!
EYE eyes BEE tiny...er...small...bee...becs
1 no! BE those...hese...nol quile sure
HYMN  bible HOUR  time
HIM a...a boy?l_..no! QUR no!
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KNOT  ankle? woon ¥

NOT no! WOULD no!
MOOR  mist...fog (Q) mist FOUR ¥
MORE no! FOR no!

(Newcombe &Marshall 1984--again, v intjicates a correct reading. The response “No!' is
G. R.'s indication that he cannot read the word, not a misrcading of the word as ‘no’.)

This condition is quile scrious: -

The patient can read almost no examples of form-classes apart from the
major ones we have described [nouns, adjectives, verbs--C.G.]. No
prepositions (n=20), adver;bs {n=20), or words from the determiner
syustem (n=18} were correctly read. Of the seven personal pronouns (in
subject form) the patient cQuld read only one {“I"). No question markers
(“where™, “when”, “why", for example) were read comrectly (n=8). Of the
simple and correlative conjunctions only one (“and") was read correctly
(n=8). {Marshall &Newcombe 1966:172)

Similar low levels of success in reading function words are found in other deep dyslexics.

(23) Percent of FWs read correctly by vari@us patienis (from Morton & Patterson 1980)

G.R. 2%  (Marshall and Newcombe 1973)
PW. 8% (Patierson 1978, 1979; Patterson and Marcel 1977)
K.F. 11% (Shallice andWarrington 1975}
VS, 29% (Salfran and Marin 1977)

A panticularly interesting type of mis-reeding of function words is the *substitution’.
Whereas content words are generally misread as visually or semantically similar content
words , function words are oficn misread as tolally vnrelated function words. Consider the

fullowing substitutions by P. W., a patient reporied in Patterson and Marcel (1977).

(24) P. W.: Function word substitutions

Stimulus Response Stimulus . Response
wherne because and of

had of such whither
10 which from with

his in had and

the is had must
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had i

o il

just it has hecause
by of s and

or with is why

{from Appendix 2, Coltheart ef ul. 1980) 'i'hcre are, then, at least two notable differences in
the ways content and function words are (mis-Jread by deep dyslexics: (i) function words
are read less oflea {(comectly or incorrecily) than contenl words; (ii) function words are
ofien read as semantically and onhographically unrelaed function \;mn!s (the > is; had > if,
is > why).

¥romkin takes this as “sirong evidence 1o support the claim that lexical and
grammatical morphemes are listed in separate sub-lexicons” { 1987:10), i.e., as evidence

for a Lexicon vs. Phrasicon distinction.

An ulternative analysis

But a one-lexicon analysis is also possible: function words and content words could be
listed in the same lexicon but differ in that only content wordl uave semantic addresses. A
disconnection between Lhe orthographic and phonological sub-lexicons would resull in a
reliance on (he scmantic pathway--words without semantic address (function words) could
then not be read a all. This provides a good account of why function words are rcad less
often than content words and il does not require a second lexicon. It is further sapported
by the fact that many abstraci content words (truth, sleep) arc read less well by deep
dyslexics than concrete content words {girl, fish). A concretencss hierarchy scems Lo
determine which words are most easily read:

nouns.... adjectives.....verbs..... function words

(easier 10 read) (harder 10 read)

This requirs no recourse 10 a second kexicon,
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Bul such unc-!clxicun analysis is less successful in explaining function word
substitutions. if l'uncli.un words cannot be read by the orthographic -> phonelogical route
nor by the more circoilous orthographic -> semantic -> phonological route (see (210, how
can they be misread as other function words?

Thus, a ong-lexicon analysis fails to capiure the fact that function words are recognized
as membees of the same class. This is implicit in substitutions, and is made explicit by
patients such as G. R. asked 10 read be, for instance, he responds “Small words arc the
worst”; asked to read some, "One of them hotrid words again” (quoted in Fromkin
19%7:10). P. W. once responded to an invitation 10 read by saying “Big words--Yes! Litle
words--No!™ {Morion and Paiterson 1980:270). Responses like these indicale that the
paticnt “does often recognize the functors as “4hose litile words,” belonging to a class that
is impossible to dicipher” (Newcombe & Marshall 1984:186-7).

Another difTiculty with 1he one-lexicon account sketched above is that decp dyslexics
seem 1o know quite a 1ot about the semantics of function words; this makes it unlikely that
their troubles reading function words may all be traced to semantics. Morton & Patterson
report on a number of lests for P. W.’s comprehension of semantic features for function
words. On tests that bypassed production of function words (i.c., accessing the
phonological sub-lexicon), P. W. did very well, Consider his performance in triad tesis
(examples below) in which he needed 1o match function words in terms of number and

gender, for instance:

(25) Triad tests

() number me this
' we (hat
us these
(b} gender him he
he hers
her she
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The st invelves picking the word on (he leit {me or us) that best goes with the word on
the right (we): here (he COTrecl answers are us and this (), him and she (b). P. W.’s high
scores on these and other tests led Morion & Patterson (1980:283) w conclude that “in
spite of his very impoverished ability to read function words aloud, P.W. apparently has a
great deal of lexicalfsemantic information about them”.

One final difficolty with a one-lexicon analysis of deep dyslexia. Somne responses Lo
function word stimuli yield a semantically related content word. The corpus for P.W., for

instance, includes the following {Appendix 2, Coltheart et al.1980):

(26) P.W.: lunction word -> content word errors

Stimulus Response
BENEATH -> downsiairs
FEW > Liuke
MORE -> litke
MOST -> big

SHE -> girls

HER > girl

HE - man

IF > query

These etrors strongly suggest that P. W. has access 10 the semantics vf funciion words.
They equally suggest that P. W. has problems accessing the phonological represeniations
of function words. His corpus shows no emors in the other direction, i.¢., content wotds
misread as semantically related funclion words. Thus it seems that it is not the semanctic
representations of funciion words that gives deep dyslexics problems, but their
phonological represenlations

How may this be represented with two lexicons? P.W. has semantic access o
orthographically represented words in the Phrasicon, but he is unabi¢ to find anything
pronouncable there; consequently, ke leaves the Phrasicon and searches 1he Lexicon for a

wortd with the same semantic fealure(s) and pronounces that word instead of the function
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word, This explains why conlent words are nul read aloud as semantically similar function
words {*GIRL -> she): even if a semantically r_clated function word is found, it will be
more difficult 1o access the phonological form that corresponds to it than il is to access the
phonological form of a semantically related content word,

Fromkin's suggestion that function words and contcat words are stored in separaie
sub-lexicons is thus well-motivated: the orthographic representation of a function word
gets a deep dyslexic into the Phrasicon where the phonological represcntations of words are
not accessible through orthography. This leaves a patient the following possibilities:

(i) pick a semantically related content word that you can pronounce

(i) pick something that is pronouncable and in the Phrasicon (substitutions)

(i) just say "No!’ (omissions)
(iv) point out that all you know is what set of words the stimulus belongs to

The arthographic representation of a coatent word, on the other hand, gets a deep dyslexic
into the Lexicon where the phonological representations of words are not accessible
through (he orthography. This leaves a patient the fellowing possibilities:

(i) pick a semantically related content word thal you can pronounce
Since phonological representation in the Lexicon are better preserved than in the Phrasicon,
a decp dyslexic has no need to search the latter for a word whose orthographic and
semantic representations arc in the former.

[ have iried to argue, following Fromkin 1985, that a one-lexicon analysis of deep
dyslexia fails to account for the problems paticnts have in reading function words. But the
evidence is clearly weakened by the fact that in reading content words, deep dyslexics show
more dilficolly in reading more absiract, less piciurable words (noun > adjective > verb).
It is only natural to try and extend this difficulty to function words.

Maore convincing would be paticnts who showed a clear deficit with function words,

but no deficit with content wards, reqardiess of how absiract they are. This would provide
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a clearer case of dissocialtion beiween the putative clements of the Lexicon and Phrasicon.

Such cases have been reported; the disorder is oiten called *phonological dyslexia’.

Phonological Dyslesia

Patterson { 1982:97) reports on a patient, A. M., whom she describes as a ‘phonological’
dyslexic, following Beaovois and Dérouesné (19792, b), who report on a similar patient.
She describes a number of tests which “demunstrate that A.M., with no syntactic deficit in
speech production and no (or only the most minor) syntactic deficit in auditory
comprehension, was consistently stower and less accurate in oral reading of function
words than of content words.” A. M. shows many symptoms of deep dyslcxia, as a
comparison of his symptoms (below, right) and those of typical deep dyslexics (left)

show:

(27} Comparison of a Phonological Dyslexic with 1ypical Deep Dyslexic symploms
Deep Dyslexia Phonological Dyslexia (A. M.)
Deficit in assembling phonology from print yts
(¢.p. reading nonwords)

Deficit in reading ahstract words no
(relatitive to imageablefconcrete words)

Delicit (relative to nouns) in n:ading:

Adjectives no
Verbs no
Function words yes
Occurrence, in reading, of:

Semantic paralexias no
Visual paralexias no (?)
Derivational paralexias yis
Omissions no {1

In particular, A. M, shows a deficil in assembling phonological representations from

orthographic ones and a clear {if somewhat mild) deficil in reading function words,
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On the rather lonscly defined class of words known as function words
(which includes prepositions, conjuncliens, pronouns, aricleas, auxiliary
verbs, and cerlain adverbs and adjectives), A.M. showed a reading deficit.
This was not, as il is for most deep dyslexic patients, a deficit of huge
pmpunibns,; but it is worthy of attention because it was (a) consistent; (b)
specific to reading (that is, A.M.'s spontaneous speech showed normal use
of function words); and (c) his only word-class deficit.
(Patterson 1982:96)

He does not, however, show a deficil in reading abstract words or words that arc hard to
image (decree, phase) and shows no preference: for reading nouns aver adjectives or verbs:
in terms of oral reading of single content words, A.M.'s accuracy was
virtually normal. Furthermore, his performance was robust, showing

relative insensitivity to manipulations such as reduced exposure duration or
enusual format. (Patterson 1982:83)

A. M.'s condition clearly points to a dissociation betweea function words and content
words that is not tracable to a deficit in reading abstract words or words which have low
imagability. This seleclive deficit in reading strongly suggests thai the orthographic
representations of content words and function words arc represented in such a way that one

may be affected without the other.

6.5 Conclusion

I have tried to show that different types of acquired aphasia offer support for the two main
hypotheses argued for here: the 2 Lexicon hypothesis and level-ordered lexical insertion.
In parlicutar, 1 have argued that a aumber of central symptoms observable in different
aphasic syndromes can be modeled with the type of grammar/processor in (1) and (2),

simplified below:
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(28) The grammar/processor

Semantiv
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Syntactic
Processor

Phrasicon
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Phonelic
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'

Damage or restricted access o each of the modules in the grammar/processor may be used

Lexicon

to model a different set of aphasic symptoms.

The strength of the model, however, does nof lic in its ability to characterize, predict, o
mode] symploms observed in different types of aphasia. Rather, its strength lics in the
ability to characierize, predict and model aphasic symploms linguistically, in terms 61' the

sub-componemnts of an indepeadently motivated gramma s -} model.

Closing Remarks

1 have argued for two hypotheses concerning both formal grammars and formal models of
speech production, The first is that grammars and the processors that implement them
conlain two lexicons rather than one; the traditional lexicon is thus replaced by two separate
modules situtated on opposile ends of a syniactic module. The Lexicon conlains content
words and derivational affixes; it provides the lexical input for the syntactic module, The
Phrasicon contains function words and inflectional affixes; it takes the oviput ol the syntax
and annotates it with the phonological representations of purely grammatical items. I have
called this hypothesis about the modular organization of lexical storage the 2 Lexicon

hypothusis.
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The second hyputhesis pursued here is that the setection and insertion of the
phonological forms of words and affixes is level-ordered. Phonological forms are nol
inseried all ar once, bul in two stages, onc laking material from the Lexicon, the other from
the Phrasicon. In the firsi stage of lexical insenion, the phonological forms of content
words and derivational affixcs are realized; only a1 a Jater stage are function words and
inflectional affixes converted into bhonologica!l strings. 1 have called this hypothesis Level-
Ordered Lexical Insertion.

Evidence for these two hypotheses was drawn from two major areas. Three types of
grammatical evidence were presented: () minimal word and affix requirements on conient
words and derivational affixes that [ail to hold for function words and inflection, which
seems o require something like the 2 Lexicon Hypothesis, (ii) the coastruction of prosodic
constiluents, which seems to require something like Level-Ordered Lexical Insertion, and
(it} restrictions on affixation and compounding, which also seem to roquire something like
the 2 Lexicon Hypothesis.

Two broad types of psycholinguistic evidence were also p_rcsenled: (i) a oumber of
1ypes of speech error were claimed to support Level-Ordered Lexical Insertion in speech
production and (ii) a number of types of acquired aphasic and dyslexic orders were claimed
1o support the 2 Lexicon Hypothesis in the actual storage of lexical information in the
mind.

A broad array of evidence, then, supporis the hypothesis that lexical information is
stored modularly in grammars and in the production models that utilize them. Content
words and derivational aifixes form 2 natural class that is distinet from the natural class
composed of function words and inflectional affixes. This secms to be truc not only for 2
number ol distinct arcas of the grammar, but for speech errors and aphasia as well. The2
Lexicon Hypolhésis and Level-Ordered Lexical Insertion help to bridge some of the

distance hetween formal grammars and production models. Hopefully, bridging this gap
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(28) The grammat/processor

Semuntic
Processor

[

Syntactic
Processor

Phrasicon

Phonetic
Processor

}

Damage or restricted access to each of the modules in the grammar/processor may be used

Lexicon |

10 model a different set of aphasic symploms.

The strength of the model, however, does not lie in its ability 1o characterize, predict, of
model symptoms observed in different types of aphasia. Rather, its strength lies in the
ability to characterize, predict and model aphasic symptoms linguistically, in lerms of the

sub-components of an independently motivated grammatical model.

Closing Remarks

1 have argued for 1wo hypotheses concerning both formal graminass and formal models of
speech production. The first is that grammars and the processors that implement them
contain two lexicons rather than one; the traditional lexicon is thus replaced by two separale
modules situtated on ;:pposite ends of a syntactic module. The Lexicon contains content
words and detivational affixes; it provides the lexical input for the syntactic module. The
Phrasicon centains funclion words and inflectional aifixcs; it takes the output of the synlax
and annotates it with the phonological representations of purcly grammatical items. I have
called this hypothesis about the modular organization of lexical storage the 2 Lexicon

hypothesis. -
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The second hypothesis pursued here is thal the sclection and insertion of the
»honological forms of words and afiixes is level-ordered. Phonological forms are nol
nseried all at once, but in two stages, one taking material {rom the Lexicon, the otber [rom
he Phrasicon. In the first stage of lexical insertion, the phonological forms of content
vords and derivational affixes are realized; only at a later stage arc function words and
aflectional affixes converted into phonological strings. F have called this hypothesis Level-

Jrdered Lexical Insertion.

Lvidence for these two hypotheses was drawa from two major areas. Three types of

srammatical evidence were presented: (i) tninimal word and affix requirements on contenl
words and derivational affixes that fail to held for function words and inflection, which
;cems to require something like the 2 Lexicon Hypothesis, (ii) the construction of prosodic
:onstituents, which seems to require something like Level-Ordered Lexical Insertion, and
iii) restrictions on alTixation and compounding, which also seem to require something like

he 2 Lexicon Hypothesis.

Two broad types of psycholinguistic evidence were also presented: (i) & number of :

ypes of speech error were claimed to support Level-Ordered Lexical Insertion in speech :

wroduction and (ii) a number of types of acquired aphasic and dyslexic orders were claimed
o support the 2 Lexicon Hypothesis in the actual storage of lexical information in the
nind.

A broad array of evidence, then, supports the hypothesis that lexical information is
sored medularly in grammars and in the preduction models that utilize them. Content

vords and derivational affixes form a natural class that is distinet from the natural class

:omposed of functivn words and inflectional affixes. This seems to be true not ouly for a ;

sumber of distinct areas of the grammar, but for speech errors and aphasiz as well. The 2 :

“exicon Hyputhesis and Level-Ordered Lexical Insertion help to bridge some of the

fistanee between formal grammars and production models. Hopefully, bridging this gap
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will allow increased linpuistic analysis of psycholinguistic phenomena as well

psycholinguistic testing of linguistic theorics.
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as increased
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