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ABSTRACT OF THE DISSERTATION

Both Lexicons

by

Chris Golston

Doctor of Philosophy in Linguistics

University of California, Los Angeles, 1991

Professors Victoria A. Fromkin and Donca Steriade, Co-Chairs

The dissertation proposes that the words and affixes of a language are stored and processed in two lexicons: the "Lexicon" contains content words and derivational affixes, the "Phrasicon" contains function words and inflectional affixes. The insertion of lexical material in grammatical and on-line processing is taken to be a two-stage, level-ordered process. The first stage is insertion from the Lexicon, the second is insertion from the Phrasicon.

Chapter 1 reviews grammatical and production models and how they model lexical storage and processing. A grammatical model and a production model are proposed that incorporate two lexicons, as well as level-ordered lexical insertion.

Chapter 2 draws on minimal prosodic weight requirements imposed on content words and derivational affixes in English, Ancient Greek and Latin. Function words and inflectional affixes are shown not to be subject to these requirements, supporting the
claim that they are stored in a different component of the grammar in which these weight requirements do not hold.

Chapter 3 investigates phonological aspects of level-ordered lexical insertion. Prosodic constituents above the word are claimed to be formed after the first stage of lexical insertion but before the second. Analyses of phrasal stress and of reduced forms of function words are given for English, Ancient Greek and Latin.

Chapter 4 concerns word-formation processes. It is argued that types of affixation, compounding, and other word-formation processes apply either in the Lexicon or in the Phrasicon, but not in both.

Chapter 5 presents support for level-ordered lexical insertion from the study of speech errors. Those types of errors that commonly occur, as well as those that do not, support the claim that lexical insertion occurs in two distinct stages.

Chapter 6 is concerned with different types of aphasia. Aphasic patients show differential impairments that affect content words and derivational affixes but spare function words and inflectional affixes or vice versa, supporting the claim that there are two lexicons.

1. Introduction

How many lexicons does a grammar have? And how many lexicons does a speaker use in producing an utterance? The usual assumption is one. In this dissertation, however, I will present evidence that points to the existence of two lexicons in both formal grammars of natural languages and in formal models of speech production. The first lexicon, for which I use the term "Lexicon" is to contain content words (lexical items, open class words) and derivational affixes such as -ify and -ness. The second lexicon, the "Phrasicon", is to contain function words (non-lexical items, closed class words) and inflectional affixes such as plural -s and past tense -ed. This hypothesis about the modular organization of lexical storage I will call The 2 Lexicon Hypothesis.

A second hypothesis pursued here is that the selection and insertion of the phonological material that constitutes words and affixes is level-ordered. That is, the phonological forms of words and affixes are not inserted all at once in speech production or in the grammatical derivation of a sentence, but in two distinct and separate stages, each of which corresponds to one of the two lexicons mentioned above. In the first stage of lexical insertion, the phonological forms of content words and derivational affixes are inserted into the syntactic and semantic representation of an utterance; only at a later stage are function words and inflectional affixes inserted. Thus the first stage of lexical insertion inserts phonological forms stored in the "Lexicon", whereas the second stage of lexical insertion inserts phonological forms stored in the "Phrasicon". This hypothesis I will call Level-Ordered Lexical Insertion.

Evidence for these two hypotheses will be drawn from two major areas. First, grammatical evidence will be presented for the 2 Lexicon Hypothesis (Chapters 2 and 4) and for Level-Ordered Lexical Insertion (Chapter 3). Second, speech error and aphasic...
evidence will be presented for Level-Ordered Lexical Insertion (Chapter 5) and the 2 Lexicon Hypothesis (Chapter 6).

This chapter will serve as a review of some of the relevant literature concerning lexical representation and storage in grammatical and production models. The grammatical models (1.1.1) range from those having no lexicon at all to those having one or two lexicons. I propose a grammatical model of my own which incorporates the 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion. The production models (1.1.2), include those with one lexicon and those with two. Again, I propose a production model which incorporates the 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion. The resulting picture is a single model which can serve both as the outline of a grammatical model and as the outline of a production model. Finally (1.2), I review some terminology central to the discussion: content words, function words, derivation and inflection. After reviewing some earlier proposals as to the nature of these items, I tentatively sketch a new way of characterizing these types of words and affixes.

This review will thus serve three purposes. First, it will provide a discussion of some of the issues involved in modeling lexical storage and access. Second, it will provide a review of the major proposals extant for modeling the lexicon. Third, it will begin to articulate a model of lexical storage and access that can serve both in a grammar and in a production model.

1.1 How many lexicons?

Before going further, I should state what it is that a lexicon is meant to be. Emmorey & Fromkin's (1988) definition seems well-suited to both grammatical models and production models:

The mental lexicon is that component of the grammar that contains all the information—phonological, morphological, semantic, and syntactic—that speakers know about individual words and/or morphemes.

That is what a lexicon is. What remains to be discussed is i) How many lexicons does a speaker have? and ii) How is it (are they) organized?

1.1.1 Grammatical Models

Zero Lexicons

Early generative conceptions of the grammar (e.g., Chomsky 1957; Lee 1966) had nothing we would today call a lexicon: all word-formation, both affixation and compounding, was accomplished by essentially syntactic transformations. Lexical items were inserted into kernel-sentences by rules; crucially, the rules that inserted lexical items were of the same type as phrase structure rules—rewrite rules of the form $a \rightarrow b$, "a is rewritten as b":

<table>
<thead>
<tr>
<th>Phrase Structure Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>S $\rightarrow$ NP + VP</td>
</tr>
<tr>
<td>NP $\rightarrow$ T + N</td>
</tr>
<tr>
<td>VP $\rightarrow$ V + NP</td>
</tr>
<tr>
<td>V $\rightarrow$ Aux + V</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lexical Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>T $\rightarrow$ the, a</td>
</tr>
<tr>
<td>N $\rightarrow$ man, ball, etc.</td>
</tr>
<tr>
<td>V $\rightarrow$ be, took, etc.</td>
</tr>
<tr>
<td>Aux $\rightarrow$ (have + en) (be + ing) (be + en)</td>
</tr>
</tbody>
</table>

Chomsky later argued against such lexical rules on grounds of simplicity: "since many morphological properties (declensional classes, strong or weak verbs, etc.) are entirely irrelevant to the functioning of the rules of the base and are, furthermore, highly idiosyncratic, the grammar can be significantly simplified if they are excluded from the rewriting rules and listed in lexical entries, where they most naturally belong" (1965:87).

---

1 In this section I am indebted to Hammond and Noonan's (1989) overview of generative morphology.
One Lexicon

With the publication of *Aspects of the Theory of Syntax*, the grammar was to contain no rules...that introduce the formatives belonging to lexical categories. Instead, the base of the grammar will contain a lexicon, which is simply an unordered list of all lexical formatives. More precisely, the lexicon is a set of *lexical entries*, each lexical entry being a pair \((D, C)\), where \(D\) is a phonological distinctive feature matrix "spelling" a certain lexical formative and \(C\) is a collection of specified syntactic features (a complex symbol).

(Chomsky 1965:84)

A number of features of this 'lexicon' stand out. First, it was taken to be part of the syntactic base component, rather than a separate component (but see Newmeyer's 1986 characterization below). Second, it was not a word-formation component; affixation and compounding still were done in the syntax. Third, it had no structure: it was taken to be an unordered list of lexical formatives. Fourth, it was the repository of irregularity: "In general, all properties of a formative that are essentially idiosyncratic will be specified in the lexicon" (1965:37). Finally, lexical insertion preceded transformational rules. Newmeyer (1986:74) illustrates the Aspects model as follows:

(1) Aspects model

![Aspects model diagram]

It was this rather restricted conception of the lexicon that was taken up in the *Sound Pattern of English* (Chomsky & Halle 1968). At this point, it was still possible to give an overview of the grammar of a language without mentioning the lexicon:

[A] grammar contains a syntactic component which is a finite system of rules generating an infinite number of syntactic descriptions of sentences. Each such syntactic description contains a deep structure and a surface structure that is partially determined by the deep structure that underlies it. The semantic component of the grammar is a system of rules that assigns a semantic interpretation to each syntactic description, making essential reference to the deep structure and possibly taking into account certain aspects of surface structure as well. The phonological component of the grammar assigns a phonetic interpretation to the syntactic description, as well as the associated semantic and phonetic representations.

(Chomsky & Halle 1968:6-7)

The grammar took on a tripartite organization into syntactic, semantic and phonological components. The lexicon was still merely part of the syntactic component: an unordered
list of formatives that contained no rules of word-formation. Affixation and compounding were still done in the syntax.

By the beginning of the 1970s, problems began to emerge with doing word-formation in the syntax. Problems arose both with compounding and with affixation. Syntactic derivations of compounds (e.g., Lees 1960) violated a number of otherwise valid syntactic principles such as recoverability. And the syntactic derivations of certain nominals such as revolution and referral failed to capture idiosyncrasies in their meanings (Chomsky 1970). As Hammond & Noonan point out "the problem is much more general than Chomsky indicated... Just to take one example, the fact that there now exist white blackboards, green blackboards, and so on clearly shows that the meanings of compounds like blackboard cannot be derived from the meanings of their component parts" (1988:4).

Work by Jackendoff (1972) and Halle (1973) led to the creation of a word-formation component within the grammar. Halle's proposal might be diagrammed as follows:

(2) Prolegomena-type lexicon

<table>
<thead>
<tr>
<th>Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dictionary: a, be, man, manly, the, transmit...</td>
</tr>
<tr>
<td>List of morphemes: a, be, man, -mit, -ly, the, transmit...</td>
</tr>
<tr>
<td>Word-formation rules</td>
</tr>
<tr>
<td>Filter</td>
</tr>
</tbody>
</table>

This word-formation component consisted of a dictionary containing all occurring words (simple or complex) in the language; a separate list of morphemes of the language; a set of rules for creating words from those morphemes; and a filter that supplies idiosyncratic information about specific words.

Aronoff (1976) modified this model by omitting bound morphemes such as -mit (transmit, commit) and thus collapsing the dictionary and the list of morphemes. Morphology was to be word-based, not morpheme-based. He also restricted word-formation rules from accessing syntactic or phonological information, yielding a truly modular and essentially autonomous lexicon.

This notion of a modular and autonomous lexicon was developed into a highly articulated model of the lexicon in Lexical Phonology (Mohanan 1982, Kiparsky 1982, 1986). Work by Siegel (1974) and Pesetsky (1979) had established the notion of levels of morphology with concomitant levels of phonology. Kiparsky and Mohanan developed a stratified and highly organized lexicon that greatly restricted possible morphological and phonological operations. The model looked something like this (from Kaiser & Shaw 1985:9):

(3) Lexical Phonology

```
Lexicon
<table>
<thead>
<tr>
<th>underlying representations</th>
</tr>
</thead>
<tbody>
<tr>
<td>morphology =⇒ phonology</td>
</tr>
<tr>
<td>morphology =⇒ phonology</td>
</tr>
<tr>
<td>morphology =⇒ phonology</td>
</tr>
</tbody>
</table>

lexical representation
lexical insertion
insertion of pauses
```

Lexical Phonology (LP) is an elaborate morphological and phonological theory and I will not attempt to discuss it thoroughly here (see Kaiser & Shaw 1985 for a short review and
An interesting aspect of LP, for our purposes, are the levels of affixation and compounding. Consider Kiparsky's (1982) model for English:

(4) Lexical Phonology, words and affixes

+ boundary inflection and derivation
    + stress, shortening
      + compound stress
        + laxing
          + syntax

- boundary inflection
    - postlexical phonology

- boundary derivation includes affixes that attract stress such as -al (philosophy, philosophical) and -ous (advantage, advantageous). ‘# boundary’ derivation includes stress-neutral affixes such as -ness (advantageous, advantageousness) and -ness (philosophical, philosophicalness). ‘# boundary’ inflection consists of regular inflectional affixes like -s (dogs) and -ed (baked), all of which are stress neutral. Part of the appeal of LP is that the SPE symbols ‘+’, ‘#’ are replaced by rule domains defined in terms of levels.

The model in (4) explicitly partitions affixes into different levels, with (regular) inflection on its own level after the derivational levels. Justification for this comes from the fact that inflectional affixes in English always “come outside of” any derivational affixes. Thus plural -s may not occur “within” a derivational affix like -er, cf. *cook-er-s vs. *cook-s-er. Inflectional morphology also may not occur ‘within’ a compound: cf. head-hunter-s vs. *head-s-hunter. Level-ordering rules of affixation guarantees that some classes of affixes (e.g., regular inflection) will always occur outside of others (e.g., derivational affixes).

Most work in LP is not clear about where function words such as if, the, and should are stored in a model such as (4). One would assume that they would go in the top box in (4) with other underven lexical entries like dog and eat. But as Kaiser & Shaw (1985:9) note,

From various remarks of Kiparsky and Mohanan, we gather that the store of underlying lexical representations, at least for English, contains only roots belonging to the major categories N, V, and A. The representations of affixes are contained with the word formation rules (WFRs) of the morphology (on levels 1, 2 and 3 above—C.G.), while the representations for words belonging to minor categories are stored elsewhere, and thus do not receive lexically assigned stress, only postlexical (sentence) stress.

One problem with storing function words with other underven words is that one would then expect them to undergo the same sorts of morphological processes (derivational affixation and compounding) that these other words undergo. (This will be discussed in greater detail in a later chapter.)

LP is the most complete morphological and phonological model of the lexicon to date that uses a single lexicon. Let us now turn to models of lexical storage and word formation that utilize two lexicons.

Two Lexicons

The earliest explicit 2-Lexicon model I am aware of is found in Stockwell, Schachter & Partee (1972) (henceforth MSSP). If I understand them correctly, they claim that the phonological forms of words and affixes of English are stored as follows:
Most English pronouns have completely suppletive forms for different cases: e.g., *me, mine. If their phonological forms are inserted before a transformation such as passive, aberrant output like *him bit I is produced. This is not a problem for proper names like Tim or Joe, or for noun phrases like the dog: Joe bit the dog, The dog was bit by Joe.

Stockwell et al. propose that the phonological forms of (at least certain) function words be inserted after all transformations have taken place:

(7) Deep Structure:  
```
[ [NP [V NP] VP] NP | NP | [NP [V NP]] VP]  
```

First lexical lookup:  
```
[ Rex bit Fido ] NP | [ NP | NP] VP  
```

Passive:  
```
[ Fido was bit by Rex ] NP | [ NP | NP] VP  
```

Second lexical lookup:  
```
[ ] NP | [ NP | NP] VP  
```

He was bit by me

The second lexical lookup is used for the following types of words (1972:797):

1. Determiners;
2. Pronouns—both independent and relative;
3. Negative adverbials, particles, quantifiers and determiners;
4. Prepositions;
5. Conjunctions;
6. Quantifiers resulting from conjunction reduction.

The second lexicon, then, provides the phonological forms for all words involved in the Second Lexical Lookup. Though Stockwell et al. do not diagram their grammar, their discussion suggests something like the following:

An example makes the two stage insertion device clear. Suppose the phonological forms of all words and affixes are inserted prior to transformations:

(6) Deep Structure:  
```
[ [NP [V NP] VP] NP | NP | [NP [V NP]] VP]  
```

Lexical Lookup:  
```
[ Rex bit Fido ] NP | [ NP | NP] VP  
```

Passive:  
```
[ Fido was bit by Rex ] NP | [ NP | NP] VP  
```

*him was bit by I

(5) Major Syntactic Structures of English: the Second Lexicon

<table>
<thead>
<tr>
<th>Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Words: blue, see, thimble, yesterday...</td>
</tr>
<tr>
<td>Affixes: -ed, -ic, -ing, -ity, -ize, -ish, -ize, -ness, -a</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function Words: and, if, the, to, will...</td>
</tr>
</tbody>
</table>

The phonological forms of content words and affixes are stored in 'the Lexicon', while those of (at least some) function words are stored in 'the Second Lexicon'. The need for two lexicons comes from having two stages of lexical insertion:

The present grammar utilizes a second lexical insertion procedure which follows the last rule of the transformational component. The function of the second insertion process is to attach phonological matrices to clusters of semantic-syntactic features that have resulted from operations of the transformational component. Such an operation has been made informally many times before. In particular, Fillmore (1966) proposed that pronouns were to be viewed as feature clusters whose phonological realizations were not interestingly related and therefore ought to be inserted following the transformational operations.

(1972:793)

Note that function words may have syntactic entries in the (first) Lexicon, but that they have no phonological entries in that lexicon.

Deep structure articles, pronouns and prepositions which will later be given their appropriate phonological representation in the Second Lexical Lookup are listed in the first lexicon under identifying labels in lower case letters between quotation marks, e.g. "the", "much/many". These labels are identificatory only since such items have no phonological representation until the Second Lexical Lookup.

(1972:730)
A very different approach to lexical storage can be found in Anderson's Extended Word and Paradigm framework (1977, 1982, 1988). Arguing mainly from his claims i) that inflection is 'what is relevant to the syntax' and ii) that (regular) inflection always comes outside of derivation, Anderson proposes a model with what Perlmuter (1988) has called the "split morphology hypothesis": derivational morphology forms one component, inflectional morphology forms another. Anderson’s model may be diagrammed as follows:

Like the two lexicons in Major Syntactic Structures of English, Anderson's two morphological components occupy different positions within the grammar. The derivational component feeds the syntax, the inflectional component is fed by it. Anderson (1988:25; cf. also 1982) cites a number of ways in which inflectional morphology is dependent upon the syntax:

a. CONFIGURATIONAL PROPERTIES: assigned on the basis of the larger structure a word appears in (e.g., case in NP; special forms of verbs in relative clauses)
b. AGREEMENT PROPERTIES: aspects of the exact form of a word which are determined by reference to the properties of some other word in the same structure.
c. INHERENT PROPERTIES: properties of a word which must be accessible to whatever rule assigns agreement properties to other words in agreement with it (e.g., gender of noun)
d. PHRASAL PROPERTIES: properties of phrasal domains which determine the way these domains behave syntactically but which are realized on particular words within the structure (e.g., the effect of tense in defining the scope of binding relations).
Anderson does not say where words or roots are kept in his model. I assume that they are either stored in the same component (which I'll call the Lexicon) as derivational morphology (11a) or in a component that precedes the derivational component (11b):

(11) Extended Word and Paradigm model: possible grammars

a. Lexicon subsumes derivational component

<table>
<thead>
<tr>
<th>Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>and, blue, eat, if, the, thimble, to, will, yesterday...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Derivational Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ic, lity, -ize...-ish, -ize, -ness...</td>
</tr>
</tbody>
</table>

| Syntax            |

<table>
<thead>
<tr>
<th>Inflectional Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ed, -ing, -s...</td>
</tr>
</tbody>
</table>

b. Lexicon and derivation component are distinct

<table>
<thead>
<tr>
<th>Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>and, blue, eat, if, the, thimble, to, will, yesterday...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Derivational Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ic, lity, -ize...-ish, -ize, -ness...</td>
</tr>
</tbody>
</table>

| Syntax            |

<table>
<thead>
<tr>
<th>Inflectional Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ed, -ing, -s...</td>
</tr>
</tbody>
</table>

In either case, derivation and inflection are stored in separate components.

Note that Anderson's form of the grammar and his separation of derivation and inflection into two separate morphological components makes sense of his claims that inflection is what is relevant to the syntax: derivation precedes the syntax and thus cannot refer to features (such as agreement) that are only storable in terms of the syntax. Also, the fact that inflection occurs outside of derivation is derived from the position that the derivational and inflectional components occupy in the grammar. This is similar to the level ordering of inflectional affixes in LP, but with one important difference: in LP, nothing forces (regular) inflection to occur on a later level than derivation since neither is defined with respect to any other part of the grammar that could independently determine its level. The Extended Word and Paradigm model, on the other hand, forces inflection to occur at a later level (and thus to occur outside of derivation) precisely because syntax must intervene between derivation and inflection. Anderson derives the fact that inflection occurs outside derivation from transitivity: derivation must precede the syntax (category, categorical and categorizer have different subcategorization requirements, different selectional restrictions, etc.) and inflection must follow it (categorizers is only allowed if c-commanded by a 3rd person singular subject) consequentially, inflection must follow derivation.

Anderson notes that in a highly inflected language such as Latin, the output of the derivational component will not be a word (since all words in Latin are inflected) but a stem (i.e., a word minus its inflectional affixes). He thus modifies Aronoff's claim that morphology is word-based: "it is not words but stems that function as the base of word-formation rules" (1988:28). Using (11a) as a model, the status of stems and words in Extended Word and Paradigm model may be given as follows:
The syntax, then, manipulates stems, not words. As Anderson points out, this is in direct conflict with the usual interpretation of Chomsky's (1970) Lexicalist Hypothesis, which he (Anderson) gives as:

LEXICALIST HYPOTHESIS: The syntax neither manipulates nor has access to the internal forms of words.

In the above models (11a, b, 12) I have included both content words and function words in the topmost boxes. As with LP, however, I am not aware of anything in the Extended Word and Paradigm model that dictates this. Where function word (or their stems or their roots) are kept is not discussed; indeed, as I have pointed out already, where words in general are kept is not discussed. For the sake of exposition, however, I will assume something like (11a) when discussing the Extended Word and Paradigm model.

In a similar vein to the Extended Word and Paradigm model and to the MSSE framework, Emonds (1985) has proposed that all inflectional morphology and at least some function words are inserted after movement transformations. This he calls "Late Lexical Insertion" (LLI):

Late Lexical Insertion: If a morpheme M inserted in a cyclic domain D has a contextual insertion feature that must be satisfied after (rather than before) transformations apply in D, then M is in a closed category. (1985:177)

Emonds' argument for LLI draws on the fact that many FWs and inflectional affixes satisfy insertion contexts which are only produced by transformation. Consider the distribution of the English coordinative morphemes so and too. Emonds argues that so and too are allomorphs of a single morpheme, call it 'K'. K appears as so when it has been moved to COMP (a), but as too when it appears in situ (b):

a. Mary will leave town, and so will John.
   *Mary will leave town, and too will John.

b. Mary will leave town, and John will too.
   *Mary will leave town, and John will so.

Emonds' claim is that the decision to insert so or too as the allomorph of K must be made after the transformation that fronts K has applied: if K is fronted, insert so; if not, insert too. According to LLI, many function words and all inflectional affixes are carried through the derivation as feature-complexes and "lexicalized" only late in the derivation.

Unlike MSSE and the Extended Word and Paradigm model, however, Emonds' account employs a single lexicon:

If all non-definitional properties in inflectional morphology can be predicted on the basis of independently motivated principles of a universal
syntax, there is no point in speaking about a separate component for
inflection. A rule of inflectional morphology is simply a syntactic rule...
While such rules are also constrained by principles of wider scope, this
does not justify considering them to form a "component"... Thus, I
maintain that inflection is not a component, but, more properly speaking,
is the interface between phonology and the transformational
subcomponent of syntax.

(1985:246)

Despite the lack of a second lexicon, then, Emonds seems to be in agreement with
Anderson's assertion that inflection is what is relevant to the syntax.

The 2 Lexicon Hypothesis

I turn now to the model argued for in this dissertation, which I call the 2 Lexicon
Hypothesis, given in (13). It combines elements of the MSSE model, which has function
words in a separate component, and the the Extended Word and Paradigm model, which
has inflectional morphology in a separate component:

(13) the 2 Lexicon Hypothesis

<table>
<thead>
<tr>
<th>Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Words:</td>
</tr>
<tr>
<td>blue, eat, thimble, yesterday...</td>
</tr>
<tr>
<td>Derivation: -ic, -ity, -ize...</td>
</tr>
<tr>
<td>-ish, -ize, -ness...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phrasicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function Words:</td>
</tr>
<tr>
<td>and, if, the, to, will...</td>
</tr>
<tr>
<td>Inflection:</td>
</tr>
<tr>
<td>-ed, -ing, -s...</td>
</tr>
</tbody>
</table>

According to this model, content words and derivational affixes are stored in one
component, the 'Lexicon', function words and inflectional affixes are stored in another,
the 'Phrasicon'. The Lexicon and the Phrasicon each define natural classes: the former
defines a natural class (content words, derivational morphology), the Phrasicon defines
the natural class (function words, inflectional morphology). The function of this
dissertation will be to provide evidence that i) these are indeed natural classes and ii) that
the model in (12) is an appropriate way to model these natural classes.

As with the MSSE and the Extended Word and Paradigm models, syntax is the
mediating factor between these two components of the grammar. The Lexicon is
concerned with words qua stems, the Phrasicon with words qua members of phrases. The
Lexicon provides the stems that drive the syntax; the Phrasicon annotates and completes
the phrasal representations generated in the syntax by "spelling out" features in the
representation that have not yet been replaced by phonological strings. Some features are
spelled out as inflectional affixes (agreement, case, tense/aspect), other are spelled out as
function words (anaphora, modals, determiners).
The 2 Lexicon Hypothesis and the grammar

**Lexicon**
Content Words:
- blue, eat, thimble, yesterday...
Derivation:
- _-ic, _-ity, _-ize...
- _-ish, _-ize, _-ness...

**Syntax**
- *(D-Structure)*
- *(S-Structure)*

**Partial Phonological Representation**

**Phrasicon**
- Function Words:
  - and, if, the, to, will...
- Inflection:
  - _-ed, _-ing, _-a...

**Full Phonological Representation**

The output of the syntax is thus a *partially phonologized S-structure representation*: content words and derivational affixes have been spelled out, but function words and inflectional affixes are still represented featurally. This partial phonological representation is then fully annotated by function words and inflection, yielding a fully phonologized representation.

The circles on the right of (14) indicate blocks of phonological processes that apply in tandem with the corresponding component or level on the left. Thus, by 'Lexical Phonology' I mean those rules and rule domains that include lexical roots and stems. By 'Construction of Prosodic Domains' I mean the construction of prosodic constituents larger than the word over partially phonologized S-structure representations: these prosodic constituents include phonological words, phonological phrases, intonational phrases, etc. Finally, by 'Prosodic Phonology' I mean those rules, such as the assignment of sentence-level stress, whose structural descriptions involve phonological words, phonological phrases, intonational phrases, etc.

1.1.2 Production Models

What exactly is a production model? At the very least it must be an explicit model of "the vocabularies and planning structures in terms of which sentences, or more correctly, utterances are constructed" (Garrett 1984). A production model need not correspond to a grammatical model—it is at least conceivable that we produce utterances without regard to what we (implicitly) know about their grammatical structure. Nevertheless, it is significant that even a production model that is not directly modeled on a grammatical model may yet come to resemble one. Garrett, for instance, tries to take natural language processing performance on its own merits, so to speak, and see what it suggests about the underlying computational systems. Surprisingly enough, we find that the outcome is near to what a straightforward interpretation of linguistic rule systems as processing systems would lead one to expect.

(1976:24)

Similarly, Kean suggests that

The language faculty is to be characterized in terms of a grammar and a processor. The grammar is an account of a person's knowledge of the structure of his language, and the processor provides an account of how that knowledge is exploited in use.

(1980:26)
Indeed, the strongest hypothesis is that levels of processing correspond directly to levels of grammatical representation. Although we may eventually be driven to weaker alternative hypotheses, to prematurely abandon the strongest hypothesis consistent with the facts would surely be a mistake (Garrett and Kees 1981).

In the psycholinguistic literature, questions about the place of the lexicon in a production model received attention before questions about the structure of the lexicon. The first explicit linguistic model of sentence production is Fromkin's (1971) utterance generator, seen in (15). Rectangular boxes stand for levels of representation; diamonds stand for the processes that translate between levels of representation. Thus, a general meaning is converted into a syntactic/semantic representation by a syntactic structure generator and a semantic feature generator; an intonation contour is assigned to the utterance; lexical items are selected on the basis of appropriate semantic classes and inserted into the appropriate positions in the syntactic/semantic representation, yielding (roughly) a Surface Structure representation. Morphophonemic rules (e.g. *a* → *an* allomorphy, voicing assimilation in past -ed and plural -s) apply to yield strings of segments; these segments undergo phonological rules to yield a fully specified phonetic representation that is converted to motor commands to produce speech.
Three features of Fromkin’s model are especially important for the discussion at hand:

(i) First, notice that intonation contours that determine sentence-level stress relations are generated before lexical insertion applies. The motive for this is speech errors like those below:

(16) Utterance:  We have a laboratory in our computer.
(Target: We have a computer in our laboratory.)

In the intended target utterance, the first noun computer was to be stressed; the speech error involves exchanging laboratory for computer. But notice that the stress does not exchange with the word: in the actual utterance laboratory is stressed. Fromkin took this as evidence that stress was assigned to the syntactic position rather than to the word that occupied it. But if stress is assigned to the syntactic position, then it does not matter which word occupies that position: if the error involves exchanging two nouns, the one that ends up occupying the stressed position will receive stress regardless of whether stress is assigned before or after lexical insertion. Thus the diamond marked “intonation contour generator” could just as well occur further down in the process, after lexical insertion. (The reason for this will become more clear later, when phonological rules for deriving sentence stress are considered in Chapter 3.)

(ii) Fromkin’s model has only one lexicon. Having a single lexicon makes this production model compatible with single-lexicon grammatical models like LP, but not with grammatical models like those of MSSE, the Extended Word and Paradigm model or the Lexicon Hypothesis put forth here.

(iii) Since the model generates from top to bottom without feedback loops and since only one pass is made through the lexicon, lexical insertion appears (at first glance) to occur all at once. Interestingly, however, Fromkin allows for the possibility that lexical insertion is a two stage process (something usually taken as motivation for two lexicons). Consider the following type of error:

(17) Utterance: a money’s [ə] aunt
(Target: an aunt’s [ʌ] money)

Comparison of target and utterance shows that aunt has been exchanged with money, ’stranding’ the plural suffix -s, which ends up attaching to money rather than aunt. The plural suffix would have been [s] in the target but surfaces as [z] in the speech error.

Fromkin points out that this must be the result of a morphophonemic rule (plural morpheme -s surfaces as [z] after a vowel) rather than a phonological rule (since nothing prohibits [s] from following a vowel: peace, space, Janice). Crucially, the phonological form money must be established before the phonological form of the plural affix -s. If the form of the plural were established earlier, the speech error would result “in an aunt’s [ə] money. As Garrett (1980) notes:

...Fromkin’s account includes two aspects of lexical selection which are temporally ordered with respect to each other. The first is a semantically directed selection, the second determines the segmental specification of a semantically dictated element. Subsequent to this assignment of lexical forms to sites in the syntactic tree, the application of morpho-phonemic rules is assumed in order to spell out the phonetic shape of morphemes which are not fixes by the preceding processes.

Note that the same holds for the a - an allomorphy between target and utterance: a money’s aunt, an aunt’s money. Again, this cannot be due to purely phonological rules since the sequence schwa-vowel is perfectly licit in many dialects at least: the aunt’s money. Fromkin’s model, then, “implicitly but not explicitly accounts for the inclusion of words and stems and the exclusion of inflectional affixes in exchange errors, by postulating that at the stage where words and stems exchange, the grammatical morphemes are not yet phonologized” (Fromkin (in prep)). (The late phonologization of grammatical

...
morphemes is first made explicit and discussed in greater detail in Garrett's (1975, 1984) model, to be discussed below.)

Fromkin’s implicit two-stage insertion of the phonological forms of lexical items should not be confused with another two-stage lexical selection process developed by Butterworth in a series of articles, especially Butterworth 1983, 1989. Somewhat confusingly, Butterworth’s two-stage model of lexical access also involves ‘two lexicons’. But these lexicons are divided not by the lexical items they contain (e.g. content vs. function words) but by the lexical information they contain. Specifically, the ‘semantic lexicon’ contains semantic representations of words paired with phonological address; these phonological addresses correspond to phonological address in the ‘phonological lexicon’ which are paired there with phonological representations. Lexical access for any particular word is a two-stage process that involves two lexicons:

In the first stage, the speaker accesses a “semantic lexicon”. This in essence, is a transcoding device that takes as input a semantic code and delivers as output a phonological address. The second stage takes the address as input to another transcoding device—the “phonological lexicon”—and delivers a phonological word form as output.

(Butterworth 1980:110)

Butterworth’s two-stage lexical access model may thus be taken as a more explicit model of how the first stage of lexical insertion in Fromkin’s model is processed. That is, Butterworth’s semantic and phonological lexicons may be incorporated into Fromkin’s model as subcomponents of her ‘Lexicon’. Lexical insertion, then, may be taken as a two-stage process that involves translating “syntactic-semantic structures with primary stress and intonation specified” into “strings of segments divided in syllables with syntactic/phonological features specified” (see Fromkin’s model above). The first stage translates the syntactic-semantic structures into a phonological address (in the semantic subcomponent of the lexicon), the second translates this phonological address into a fully specified phonological representation (in the phonological subcomponent of the lexicon).

In later work on the structure of the lexicon (Fromkin 1985), Fromkin explicitly divides the lexicon into three sub-lexicons: one semantic, one phonological and one orthographic. But this goes beyond the scope of the present study (see Emmorey and Fromkin 1988 for discussion).

As alluded to earlier, it was not until Garrett’s model (1975, 1980) appeared that Fromkin’s two-stage lexical insertion process (lexical, then grammatical items) was made explicit. Garrett also added additional speech error evidence for the claim, noting that lexical and grammatical items are involved in different types of speech errors. ‘Exchanges’, for instance, occur primarily with lexical rather than grammatical items (but see below, Chapter 5); ‘stranding’ commonly occurs with all sorts of inflectional affixes but rarely occurs with any derivational affixes; and ‘shifts’ occur almost exclusively with function words and inflectional affixes.

(18) Shifts
   a. he has the spent most of $\theta$ time on his synthesis
   b. the girl who $\theta$ taught $\theta$ last year
   c. what lies Joel tells
   d. as I keeping suggested

(intended: what lies Joe tells)            (intended: as I keep suggesting)

(Underlined words and affixes are those that have ‘shifted’. "$\theta$" indicates the position from which they have shifted.) Garrett later used the same model as a psycholinguistic model for a type of acquired speech disorder called ‘agrammatism’ (1982, 1984). The processor appears in (19) (from Garrett 1988).

Garrett’s model is centered around three levels of representation, M(essage), F(unctional), and P(honological). The M level corresponds essentially to Fromkin’s “meaning to be conveyed”. Levels P and P correspond very roughly to traditional D-structure and S-Structure in generative grammar (Garrett 1980:216): Garrett characterizes these levels as a functional level, in which phrasal membership and
grammatical functions of words are determined, and a *positional* level, in which the serial order of words and some aspects of their form are specified (1980:190). F and P thus correspond most closely to the GPSG relations of immediate dominance (ID) and linear precedence (LP), respectively (Gazdar, Klei, Pullum & Sag 1985), with the additional proviso that level P has some phonological representation while level F does not.

\[ \text{Interpretable processes} \]
\[ \{ \text{Message level representation} \} \quad M \]
\[ \text{Lexical selection} \]
\[ \text{Determinations of functional structures} \]
\[ \{ \text{Lexical assignment} \} \quad F \]
\[ \{ \text{Functional level representation} \} \quad P \]

Speech production, according to this model, proceeds as follows, with different types of speech errors marking the way:

[When the initial semantically directed access is executed...the output of that process is held, and used in conjunction with message level features to]
construct the functional level representation, in the course of which lexical elements are assigned phrasal membership (word exchanges occur here). Detailed phrasal environments are constructed (surface) clause by clause via planning frames, in the course of which (partially) phonetically interpreted forms for open class vocabulary are retrieved on the basis of the lexical representations in the functional level representations...and assigned to phrasal positions (sound exchanges and most stranding exchanges occur here). Features of planning frames are interpreted as bound or free forms and mapped onto positions in the lexical string (shifts occur here). Regular sound changes apply to yield a detailed phonetically interpreted string capable of supporting the direction of motor planning systems...

(Garrett 1980:212)

The crucial aspects of the Garrett model, for our purposes here, are:

1) Lexical stems (i.e., 'open class vocabulary' minus inflectional affixes) are inserted before function words and inflectional affixes.
2) The model employs a single lexicon.
3) Lexical content is assigned successively to syntactic structure.

The stages in (iii) are as follows:

a. Lexical stems (not yet phonologized)—yields level F
b. Lexical stems (phonologized)
c. Function words, inflectional affixes phonologized—yields level P

(a) and (b) approximate Butterworth's semantic and phonological access, respectively. (b) and (c) approximate Fromkin's insertion of lexical and grammatical items, respectively.

iv) Function words and inflectional affixes are parts of 'planning frames' that interpret syntactic structures.

Lexical stems are inserted into positions in these planning frames, whereas grammatical items are parts of these frames ab initio. This part of the model is motivated by the 'stranding exchanges' discussed above:

(20) Utterance: a money's [a] aunt
(Target: an aun't [a] money)

The article and possessive affix are parts of a noun-phrase planning frame that we might characterize roughly as [INDEF ______ POSS]NP. A stranding exchange results when a lexical stem (e.g., money) is assigned to a 'slot' in the wrong planning frame. In the case at hand, aun' and money are assigned to each other's planning frames with the result that the stranded grammatical items (a and 's) end up on the wrong stem.

The Garrett production model, then, is compatible with the grammatical models espoused in MSSE and in the present work as regards successive levels of lexical insertion. Yet it is incompatible with these models (and with the Extended Word and Paradigm model) insofar as it has a single lexicon. In this respect it retains a more traditional view like that found in Aspects and in LP. Interestingly, MSSE takes two-stage lexical insertion as its main evidence for two lexicons: i.e., there is one lexicon for each stage of lexical insertion.

The anomaly of one lexicon with two stages of lexical insertion is clearly brought out in Lapointe & Dell's (1989) clarification of the Garrett model (21). Though Lapointe and Dell do not note this, their version of Garrett's model brings out clearly the dilemma inherent in having two-stage lexical insertion with one lexicon: the lexicon has to feed into the production process at two places—once to select the major lexical items and once, later, to select grammatical items.
(21) The Garrett Model (again)

- Lexicon
  - Semantic Processor
    - Major lexical items selected; underlying grammatical relations specified
    - Functional Level representations
      - Synactic Processor
        - Surface positional frames selected, including grammatical markers
        - Positional Level representations
          - Phonetic Processor
            - Specification of phonetic form
            - Sound Level representations
              - Instructions to articulators

This essentially entails a feedback loop into the lexicon in an otherwise loopless top-down processor.

(22) The Loop

- Semantic Processor
  - Lexicon
    - Functional Representation
      - Syntactic Processor
        - Lexicon
          - Positional Representation

First pass through Lexicon
Second pass through Lexicon

Lapointe and Dell's own model, a synthesis of their earlier work (Lapointe 1983, 1985a, 1985b, 1986; Dell 1985, 1986), avoids this loop by splitting the lexicon in two.

(23) Syntactic Processor (Lapointe 1985)

- Functional Level representations
  - Control Mechanism
    - Address Index
    - Locator
    - Fragment and function word stores
  - Stem Inserter
    - Information about major lexical items

- Positional Level representations
The function words and inflectional affixes that annotate planning frames are stored as subcomponents of the syntactic processor (the rightmost box in the diagram).

Information about major lexical items comes from the Lexicon, as in the Fromkin and Garrett models. But grammatical items are stored within the syntactic processor:

We will assume that the information computed during syntactic processing is represented in two separate but interacting types of stores. The first type, the fragment store, contains phrase and function word fragments in an unordered set. The second type, the notion store, involves sets of semantic notions of a kind typically associated with function words and inflections.

(1989:114)

(24) Phrase fragments

a.  

```
  VP
  |  
  Aux  |  
  V  |  
  NP
```

b.  

```
  NP
  |  
  Det  |  
  N  |  
  V  |  
  Aff  |  
  ing
```

(25) Function word fragments

a. Aux

```
  was
```

b. Det

```
  the
```

The representations in (24) and (25) allow Lapointe and Dell to give explicit characterizations of the processes and levels of representation involved in deriving the Positional level from the Function level. Leaving many details aside, the stages in production proceed something like this: Given an F-level representation such as

(26) F-level representation

```
[indicative, active, durative, past, singular] ([KATE: x] [(def) (BOY): y] KISS (x, y))
```

the syntactic parser selects phrase fragments that correspond to KATE, BOY, and KISS and the stem-inserter inserts the lexical stems Kate, boy and kiss into those phrase fragments. At this point the intermediate representation would be something like:

(27) Intermediate representation

```
[[KATE] [was [kiss-ing] [the boy] [ly]]]
```

Meanwhile, fragment and function word stores are located that 'write out' the missing phrasal information, yielding a P-level representation:

(28) P-level representation

```
[[KATE] [was [kiss-ing ly] [the boy][ly]]]
```

(For the full account see Lapointe & Dell 1989).

An important property of Lapointe and Dell's EG model is that it maintains "a strong hypothesis about the relation between structural levels in the grammar and in the speech processor" (1989:146ff):

(29) Grammar and Processor: correspondences in levels of representation

```
Grammar
Semantic Representation
D-Structure
S-Structure
Phonological Representation
Phonetic Representation
```

```
Processor
Message Level
Functional Level
} Positional Level
Sound Level
```

Lapointe & Dell claim that the relation between the grammar they assume and the processor they argue for obeys the 'Correspondence Hypothesis':

(30) **Correspondence Hypothesis**

Every representational level in the grammar corresponds to a level in the processing system.

The Correspondence Hypothesis (CH) is a weakened version of the Unique Correspondence Hypothesis (UCH):
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(31) Unique Correspondence Hypothesis
Every representational level in the grammar corresponds to a unique
representational level in the processing system.

Their model fails to meet the UCH because more than one grammatical level (S-Structure
and Phonological Representation) is associated with a single processing level (the
Positional Level).

Lapointe & Dell's EG model is incompatible with a grammar that incorporates a
single lexicon: no component of such a grammar corresponds to the EG fragment and
function words stores. But the function word stores do correspond directly to the 2nd
Lexicon in the MSSE and the fragment stores (insofar as they contain inflectional affixes)
do correspond directly to the Inflectional Component found in the Split Morphology
Hypothesis. And, taken together, the fragment and function word stores correspond
directly to the Phrasicon in the model outlined here.

Bradley, Garrett & Zurif (1980) proposed a psycholinguistic model in which
grammatical items are doubly-listed: i.e., they are stored along with other words and
affixes in the Lexicon and, in addition, are stored in a separate lexicon for rapid access in
(normal) speech production:

(32) A Double-Listing Model

Evidence for such a model came from the agrammatic (telegraphic) speech that often
accompanies Broca's aphasia. Very briefly, agrammatics tend to omit function words
and inflectional affixes in their speech and to be less aware of these items in their
comprehension. Bradley, Garrett & Zurif hypothesized that acquired damage to (what I
have called here) the Second lexicon lies at the root of agrammatism.

Additional evidence came from word recognition experiments. Bradley (1978) and
Bradley and Garrett (1979) performed word recognition tests on both normal and
agrammatic speakers to see if content and function words had different accessing times
for either population. In their experiments they found that they did, but only for normals.
More precisely, the time that normal speakers took to recognize a content word was a
function of the frequency of that word: more commonly occurring content words tended
to be recognized much more quickly than ones that occur less commonly. But, for
normals at least, the frequency of a function word did not affect the amount of time it
took for a subject to recognize it as a word. This they took as evidence that normals have
a special rapid-access route to grammatical items (i.e., to the Second lexicon).
Agrammatic speakers, on the other hand, showed frequency affects both for content
words and for function words. Bradley and Garrett took this to mean that, through
impaired to the Second lexicon, agrammatics had lost the rapid access to grammatical
elements that normals have; consequently, agrammatic subjects had to rely on the
frequency-sensitive access route for both lexical and grammatical items.

It must be admitted, however, that subsequent experimentation by a number of
researchers has not reproduced these results. The recognition of both content and
function words was shown to depend on frequency in English (Gordon and Caramazza
1982, Garassey 1985), French (Segui, Mehler, Frauenfelder and Morton 1982) and Dutch
(Kolk and Blomert 1982). As Friederici points out, "it seems, therefore, that the
frequency results of the Bradley experiments should be treated with extreme caution"
(1985:135). Subsequent work by Friederici (1985) has brought the issue back to life. This will be discussed below (Chapter 6, section 4.)

The 2 Lexicon Hypothesis and processing model: revising the Extended Garrett model.

The 2 Lexicon Hypothesis may be incorporated into the Extended Garrett model with only a few revisions. Like Lapoînte & Dell's EG model, the 2 Lexicon Hypothesis model incorporates a second lexicon. Unlike the EG model, however, Stem insertion precedes the insertion of all grammatical items. Grammatical morphemes do not begin life as parts of planning frames but, like stems, are inserted into planning frames (only at a later stage than stems). Evidence for this will be discussed in later chapters (especially Chapter 5 on Speech Errors and the analysis of "shifts"). A preliminary version of the resulting model is given below:

(33) Revised Extended Garrett Model (preliminary formulation)

Note the addition above of another level of representation, "the Phonological level". This level represents the output of the Phrasicon and is the first level of representation to contain full phonological representation for all words and affixes. This additional level gives the processing model one level of representation for each level of representation in the grammar.
(34) Unique Correspondence of Grammatical and Processing Levels

<table>
<thead>
<tr>
<th>Grammar</th>
<th>Processor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic Representation</td>
<td>Message Level</td>
</tr>
<tr>
<td>D-Structure Representation</td>
<td>Functional Level</td>
</tr>
<tr>
<td>S-Structure Representation</td>
<td>Positional Level</td>
</tr>
<tr>
<td>Phonological Representation</td>
<td>Phonological Level</td>
</tr>
<tr>
<td>Phonetic Representation</td>
<td>Sound Level</td>
</tr>
</tbody>
</table>

Actually, the UCH must be revised somewhat, since not all of the grammar (presumably) is actually used in processing. For example, since Chomsky & Halle 1968, many generative phonologists have held that Velar Softening (opaque /k/, opacity /asl/) and Trisyllabic Shortening (serene, serenity) are synchronic phenomena of English (Halle 1977, Kiparsky 1982, Halle & Mohanan 1985). Despite claims that psycholinguistic evidence supports this (Cena 1978), the reality of such rules has been challenged by a compelling array of experimental research (Jaeger 1986, McCawley 1986, Wang & Derwing 1986 and references therein). There seems to be little evidence that such 'rules' are used in processing: no slips of the tongue seem to involve them, no brain damage seems to affect them, etc. Conceivably, then, there are levels of grammatical description (e.g., levels of derivational affixation) that are not matched by levels of processing. In this case, the UCH must read: “Every representational level in the processing system corresponds to a unique representational level in the grammar (but not vice versa)”. With that proviso, however, the Revised Extended Garrett model may be re-labeled so that processing levels are named directly by the corresponding level of representation in the grammar:

(35) Revised Extended Garrett Model (final version)

The Revised Extended Garrett model above corresponds directly to the 2 Lexicon Hypothesis model given above.

Conclusion

Although most researchers would agree that some kind of lexicon or lexicons are necessary both in grammars and in production models, the exact number and nature of lexicons is still under debate.

The number of lexicons used in current theories ranges from a low of one to a high of two. The nature of lexicons depends in part, of course, on the number of lexicons.
Grammars with one lexicon assume that all words and affixes in a language are represented in that lexicon (LP, Emonds model, Fromkin model, Garrett model). Grammars and production models with two lexicons, however, differ in what each lexicon holds: MSSE contains an explicit model in which one lexicon holds content words and all affixes, while the other holds only function words. The Extended Word and Paradigm model seems to have all words and derivational affixes in one lexicon, with inflectional affixes in the other. Lapointe & Dell’s EG model has function words and inflectional affixes in a store separate from content words and derivation.

I have tried to outline a grammatical model and a production model that are essentially homomorphic. The grammatical model incorporates a 2 Lexicon Hypothesis which puts content words and derivational affixes in a “Lexicon”, and function words and inflection in a “Phrasicon”, with syntax mediating between the two. The production model is essentially equivalent to the EG model except that grammatical items do not come as part of planning frames but are inserted into planning frames, just like (but later than) lexical items. Also, the REG model includes an extra level of representation which corresponds to Phonologica Representation in traditional generative models, allowing for an extremely close fit between grammar and processor.

1.2 How many types of lexical item?

I have outlined a number of models of lexical storage and access, focusing primarily on where content words, function words, derivation and inflection are stored in a grammar and in a processing model. I now turn to these four types of lexical item to determine by what principles they may be defined more precisely.

Somewhat surprisingly, perhaps, what counts as e.g., a function word or an inflectional affix remains largely unchanged from Syntactic Structures to the present. What does change from one linguist to the next are the criteria that determine a lexical item as “content word” or “function word”, “inflection” or “derivation”. Along with changes in criteria go changes in terminology. Common terms for words include Lexical and nonLexical (Grammatical) words; Major and Minor Category words; Open and Closed Class words; Content and Function words, (1.2.1). Common terms for different types of inflection are more constrained: one finds primarily Derivational and Inflectional affixes, though the terms Lexical and Grammatical occur as well (1.2.2).

1.2.1 Types of words

Let us begin, then, with types of words. Regardless of nomenclature, the two classes of words generally distinguished are as follows:

(36) Types of words

A-type

Nouns

Verbs

Adjectives

(Adverbs)

B-type

Prepositions

Auxiliary Verbs

Modal Verbs

Pronouns

Determiners

Conjunctions

Complementizers

Particles

(Adverbs)

I have parenthesized adverbs here because many discussions of word type do not mention them. De-adjectival adverbs like quickly and slowly pattern in most cases with the A type of word; non-derived adverbs like not and yet often pattern with the B type.

But given that these two main types of word are distinguishable, what distinguishes them? Proposals revolve around the following criteria:

i) open or closed class

ii) syntactic features

iii) semantic features
Open and Closed Class Items. A common way of distinguishing types A and B is to make a distinction between "open" and "closed" classes of words: the former classes are very large, typically numbering in the thousands, the latter are quite small, with (say) less than thirty or so members each. Speakers may, and often do, add new nouns, verbs and adjectives to their language (palimony, smog, PC, UNESCO, etc.) but rarely make up new prepositions, auxiliary verbs, etc. Similarly, borrowing is very common among the open classes; cases of borrowing determiners, modal and pronouns are much less common (e.g., the borrowing of they, their and them into English from Old Norse).

But inclusion in a closed class does not guarantee that a word falls into the B type (though the converse may be true). Kinship terms are a good example: English, for instance, has a limited number of them (brother, sister, aunt, uncle, father, mother, etc.) and one is hard pressed to think up new ones; yet all of these items function in the syntax, morphology and phonology just like any other noun. Any number of 'closed' classes behave this way: days of the week, names for months, the cardinal directions, and so on.

In any case, there is something unsatisfying about defining a class in terms of its size or in terms of limitations on its size. The question still arises: why are some classes closed while others are open? For this reason, I suspect, discussions of open and closed classes tend to include other defining properties, such as syntactic or semantic features.

Syntactic Features. The terms "Lexical" and "non-Lexical" (or "Grammatical") are often used for groups A and B. These terms have the advantage of being definable in terms of the binary syntactic features [+V] and [-V], as follows (Chomsky 1970, Bresnan 1976):

(37) Syntactic feature analysis of "Lexical"

\[
\begin{array}{c|c|c}
[+N] & [-N] \\
[+V] & A & V \\
[-V] & N & P \\
\end{array}
\]

An obvious problem with this applying this analysis to classes A and B above is that it includes prepositions. The terms "major class" (N, A, V) and "minor class" (P, Aux, Modal, etc.) are often used, but these terms are not as straightforwardly defined in terms of syntactic features. Nespor & Vogel (1986:169) for instance, propose using the features in (2) to select items "with at least one positive specification according to the categorial feature system". This includes N, A, V but excludes P.

A related issue is the status of adverbs like quickly and slowly. They seem to be lexical insofar as they are built on adjectival stems but there is no 'room' in the chart in (3) for them. Following a suggestion by Emonds (1985:201), however, we can treat adverbs in -ly as inflected adjectives: this gives them a space on the chart in (3) and correctly categorizes them with the stems they are formed from. Emonds cites an additional advantage in classifying adverbial -ly as inflectional: "An interesting property of English inflection is that only one is allowed per word. Under the plausible assumption that the adverb-forming -ly suffix is inflectional on A, we can then correctly predict that comparative and superlative suffixes cannot be added to it: *slowerest Vs. friendlier; *leastest Vs. holiest" (ibid.). Further evidence that adverbial -ly is an inflectional affix will be given below in Chapters 4 (evidence from morphology) and 5 (evidence from speech errors).

Another problem with this type of analysis concerns pronouns. As pro-nouns, they surely carry the features [+N, -V], yet they are prototypically type B rather than type A. Emonds (1985) argues that this problem is quite widespread. He claims that all open class categories (N, A, V) have functional or closed class sub-categories which he calls "disguised lexical categories". Pronouns are a closed sub-class of nouns; auxiliary verbs (have, be) are a closed sub-class of verbs; modifiers such as other, same, different, such, many, few, much, little form a closed sub-class of adjectives. As was mentioned above, adverbs can also be open class (daily, twice) or closed class (thus, then).
It would seem, then, that the syntactic features in (2), though they may define natural classes in the syntax, do not define the natural classes lurking behind the terms "lexical" and "grammatical" or "open" and "closed" class.

**Semantic Features.** The terms "content words" and "function words" are often used to define the A and B classes. These terms refer straightforwardly to the semantic content of words and thus avoid some of the pitfalls of the syntactic feature analysis. Bradley, Garrett, and Zurif's (1980) notion of interpretive burden is a case in point:

The two (at present, not sharply defined) classes of words seem to have differing roles in sentences, whether from a formal perspective...or from a computational perspective. In broad terms, the two classes diverge in terms of what might be called interpretive burden. The closed-class (grammatical morphemes, minor grammatical categories, nonphonological words) includes sentence elements that, by and large, are vehicles of phrasal construction rather than primary agents of reference, as is the case with open-class words (content words, major grammatical categories). (Bradley, Garrett, and Zurif 1980:277)

The most explicit treatment of this sort that I am aware of is that of Emonds (1985). He makes a basic distinction between semantic features, which distinguish one lexical item from another and syntactic features, which, among other things, distinguish one grammatical item from another. Emonds derives the fact that grammatical items form closed categories from two claims:

i) that grammatical items are distinguished solely by syntactic features

ii) that there is a limited and small number of syntactic features

Circularity of definition is avoided by defining semantic features in terms of syntactic rules: "A feature with semantic content not used in any syntactic rule is called a (purely) semantic feature" (1985:165).

Emonds' approach is certainly very close to the mark in capturing the essential differences between the A and B words in (1). A strict interpretation of his definition of "semantic", however, is not without problems. Recall that a semantic feature is one "with semantic content not used in any syntactic rule". Conversely, "every feature category that appears with morphemes in closed classes is syntactic, i.e., can be used to state syntactic rules" (1985:166). But Emonds himself notes that words like this and that differ in terms of a feature that does not seem to be used in any syntactic rule. He claims, however, that "whatever feature distinguishes them surely distinguishes here and there also, and this feature is used in the syntax (i.e., there but not here appears in existentials, etc.)" (ibid).

But "appearing in existentials" and "being used to state syntactic rules" are hardly equivalent notions. Consider some other cases: come and go, which Emonds claims to be function words as well, must differ in a purely syntactic feature, one that can be used to state syntactic rules. Similarly with pure deictics such as this and that, here and there. All of these pairs seem to involve the same feature, let us call it [proximate], yet this feature is not one that syntactic rules such as NP- or wh-movement refer to. Prepositions, which are also function words for Emonds, are another class of words that differ in terms of features that are not used in stating syntactic rules. Whatever the features are that differentiate up, down, in, out, to, from, etc., they are not syntactic features in the sense Emonds intends. Not to call these features semantic seems perverse, since they are ostensibly the same features that distinguish rise from fall, enter from exit, arrive from leave. Person features provide another difficult case for Emonds' approach: he notes that pronouns such as you and we differ in some feature and claims that this feature is syntactic since you but not we is allowed to delete in imperatives. But this is irrelevant since we (and they, he, she and it) do not appear in imperatives in English to begin with (*We leave!). A final case is grammatical gender: he and she would seem to differ by
the same feature, say [± female] as man and woman, boy and girl, stallion and mare, boar and sow. Yet, on Emonds’ account, the feature that distinguishes he from she must be “grammatical,” while the one that distinguishes man from woman must be “semantic”.

**Discourse features.** A slight shift in perspective seems to be necessary here. Suppose that content words and function words differ not so much in syntactic features, ones that are used to state syntactic rules, but in discourse features, ones that refer to the verbal interaction that the utterance is part of. Since discourse presupposes syntax, all of the cases Emonds’ account covers will be covered here as well. But the problematic cases for Emonds’ account fall into place if they are characterized in terms of discourse.

Let us approach the four cases one at a time.

i) **Deictics.** Deictics refer straightforwardly to the location of the discourse participants. This is true not only of pure deictics like here and there, this and that, but of motional deictics such as come and go as well. here, this and come involve [proximity] with respect to the speaker. Features that differentiate tense and aspect are also deictic: Past, Present and Future refer to the time preceding, at or after the time of the discourse; Perfective and Imperfective involve the completion or non-completion of an act in terms of the time of discourse, and so on.

ii) **Prepositions.** Directional prepositions such as up, down, in, out, to, from are generally used with reference to the speaker’s or hearer’s position:

Vertical and horizontal provide a perceptual frame of reference for path and directional descriptions. Indeed, one might think of them as internalized landmarks anchoring judgments of direction and orientation in much the same way primary colors anchor judgments of hue.

(Miller & Johnson-Laird 1976:408)

Similarly for locative prepositions like at, on, under, over: given a configuration like “a” we must say the minus-sign is under the plus-sign. Turning the page upside down—i.e., altering only the relation of the “a” to the speaker or hearer—forces us to say that the minus-sign is now over the plus sign.

iii) **Person.** Person features are perhaps the clearest case of discourse oriented features: 1st person is defined in terms of the speaker, 2nd in terms of the hearer, 3rd in terms of the non-participants in the discourse. Although no syntactic rules refer directly to person, person features are inextricably part of the discourse.

iv) **Gender.** Gender is not a purely syntactic notion either, as the he, she, boy, girl examples show. But neither is it purely semantic: even in English the referents of she may be inanimate (boats, countries, etc.). And in languages with more developed gender systems, such as German, the difference between grammatical gender and actual gender is even more pronounced: things may be masculine (der Wagen ‘the car’) or feminine (die Sache ‘the thing’) as well as neuter (das Ding ‘the thing’), feminine beings may be neuter (das Mädel ‘the girl’), etc. What grammatical gender does is help track reference from function words (pronouns, articles) to content words elsewhere in the discourse.

One final class of words should be discussed in this regard, so-called particles. Consider particles in Ancient Greek. These are for the most part hard-to-gloss evidentials, “expressing a mode of thought, considered either in isolation or in relation to another thought, or a mood of emotion” (Denniston 1934). A typical discussion of some of these helps convey their flavor:

_toi_ presses an idea upon the attention of the person addressed: ‘I would have you know (or remember); _pou_ conveys doubt, ‘I suppose.’ . . . Affirmation is expressed par excellence by _de_, which . . . afflicts the thought as a whole: while _de_ and _ge_ tend to cohere with the preceding word . . .

Besides expressing modes of thought, these particles . . . also indicate moods of emotions, nuances. Thus pathos is often suggested by _de_, irony or sarcasm by _de_ and _deethen_ (sometimes by _ge_), interest and surprise by _dra_ and _ge_, sympathy, encouragement, threatening hostility, and other
attitudes by toi, sudden perception or apprehension by kai meén and kai det.

(Denniston 1934:xxxvii ff)

These particles form a closed class and are clearly function words on anyone's account. But it is equally clear that the features which distinguish them from one another are not features that are used to state syntactic rules. Words that express merely "modes of thought...moods of emotions, nuances" are surely best characterized in terms of the discourse.

Content words and function words, then, differ in how they refer. Mary and she may both refer to the same person, but the former refers to an unchanging entity while the latter refers to a constantly changing entity that is definable only in terms of the discourse: she is the female non-participant in the discourse that is visible to both speaker and hearer. Content words refer to their referents either directly (names) or by a specific sense/meaning (nouns, adjectives, verbs). Function words refer to their referents only via mediation by the discourse, its time and place and its participants.

1.2.2 Types of affixes. The traditional distinction between derivation and inflection is based partially on the observation that a set of affixes can be found which never occur "inside" of other affixes in the language which do not fall inside that same set.

Bloomfield, for instance, notes that

"the structure of a complex word reveals first, as to the more immediate constituents, an outer layer of inflectional constructions, and then an inner layer of constructions of word-formation... The constructions of inflection usually cause closure or partial closure, so that a word which contains an inflectional construction (an inflected word) can figure in no morphologic constructions or else only in certain inflectional constructions. The English form actresses, for instance, can enter into only one morphologic construction, namely the derivation of the possessive actresses'.... This latter form, in turn, cannot enter into any morphologic construction; it has complete closure.

(1935:222)

Inflectional affixes include person, number, and case-marking on nouns and adjectives, tense, voice, mood and aspect marking on verbs. In languages such as Latin or English, these affixes always occur in layers outside of derivational affixation: the only affixes that occur outside of inflectional affixes are other inflectional affixes. The Latin passive marker -ur, for example, occurs as the outer layer of inflection:

<table>
<thead>
<tr>
<th>Singular</th>
<th>Active</th>
<th>Passive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fer-t</td>
<td>fer-t-ur</td>
</tr>
<tr>
<td></td>
<td>carry-3sg</td>
<td>carry-3sg-PASS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plural</th>
<th>fer-unt</th>
<th>fer-unt-ur</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>carry-3pl</td>
<td>carry-3pl-PASS</td>
</tr>
</tbody>
</table>

The fact that it regularly occurs outside of other inflectional affixes and never occurs inside of derivational affixes classifies the Latin passive as inflectional. Similarly with adverbial -ly. Not only is it never followed by an inflectional affix (see above), but it is never followed by a derivational affix either: *quickliness vs. friendliness. This layering of inflection outside of derivation provides the motivation for a late inflectional level of affixation in models such as Lexical Phonology or the Extended Word and Paradigm model.

A second traditional observation about inflection is that it comes in paradigms. Almost all nouns have singular and plural forms, almost all verbs have present and past tense forms, etc.

Given one of these [forms], the speaker is usually capable of producing the other. Each set of forms is called a paradigmatic set or paradigm, and each form in the set is called an inflected form or inflection. Some languages have large paradigms, which contain many inflections. In Latin, for instance, the verb appears in some 125 inflectional forms, such as amare 'to love', amo 'I love', amas 'thou loves', amas 'he loves', amamus 'we love', amant 'I may love', amor 'I am loved', and so on; the
occurrence of one form usually guarantees the occurrence of all others.
(Bloomfield 1933:223)

Traditional inflectional paradigms were introduced into generative grammar primarily by Matthews (1972) in his Word and Paradigm (WP) model of inflectional morphology. Anderson later incorporated much of Matthews work into his Extended Word and Paradigm model of a post-syntactic inflectional component. One of Matthews central observations is that inflectional endings often encode a number of features into a single portmanteau morph: thus the {-t} in Latin furt ‘he carries’ signals not only 3rd person and singular, but also present tense, active voice, and indicative mood. Portmanteaux are rare in derivational morphology but extremely common in inflection. As Matthews demonstrates, they are difficult to treat with concatenative morphology of the Item and Arrangement sort (e.g., Hockett 1954) and provide strong evidence for the traditional device of paradigms.

Many other differences between inflection and derivation have been proposed and I will not attempt to discuss them all here (see Siegel 1974, Aronoff 1976, Anderson 1982, Scalise 1984 for overviews). But the claim that there is a clear distinction at all between derivation and inflection has been challenged (e.g., Bybee 1985, Di Sciullo & Williams 1987). Much of the rest of the present work argues for a clear distinction between derivations and inflection, so I will leave the issue for now.

For those that do accept the distinction between derivation and inflection, the question remains: what is it that distinguishes inflection from derivation?

Open and Closed Class Items. An analysis based on open and closed classes will fail miserably in distinguishing derivation from inflection, since both classes are closed. Derivation may be “less closed” than inflection, since new derivational affixes can be created: e.g., Dance-athon, Pink Floyd-athon, etc. from Marathon, work-aholic, worry-aholic, etc. from alcoholic. But neither class of affixes is “open” in the way that nouns, verbs and adjectives are.

Syntactic features. Selkirk (1982) proposes that derivational affixes are marked for the features [±N, ±V]. This is meant to explain the observation that derivational affixes may change the part of speech of the word they attach to: derivational affixes carry nominal and verbal features and affixation produces right-headed words: [lobese]adjitty[y]. On this view, inflectional affixes are not marked for the features [±N, ±V] and are therefore “transparent” in determining part of speech.

This is a useful way of characterizing inflectional affixes. It does little in the way of telling us which affixes are derivational and which are inflectional. For that, we need to be able to specify what it is that makes affixes derivational or inflectional.

Anderson’s analysis of inflection, of course, is pertinent here: inflection is what is relevant to the syntax.

Semantic features. Emonds argues that Anderson’s characterization is somewhat too broad. He proposes instead that “inflections are those bound morphemes which are relevant to transformational (as opposed to deep structure) syntax” (1985:195). This brings his criterion for inflection into line with his criterion for function words: inflectional affixes and function words lack purely semantic features.

Since the features that function words and inflectional affixes write out are generally drawn from the same set (tense, aspect, person, number, etc.), my arguments against Emond’s analysis of function words may be applied to his characterization of inflection as well: they are not so much syntactic features as features relating to the discourse, its time, place and participants. Take third singular -s, for instance: no syntactic rule of English refers to the features [third person] or [singular], so in Emond’s terms they should
not be syntactic features. But they clearly are discourse-related features in that they encode a single non-participant in the discourse, i.e., [-speaker, -hearer, -plural]. Similarly, the features that distinguish tense morphemes, e.g., Present from Past, are not syntactic features as rules such as NP- or wh-movement refer to, but semantic features that place events on a time-line whose focal point is the time of the utterance.

**Discourse Features.** In general, then, it seems that both function words and inflectional affixes may be characterized as what is relevant to the discourse, narrowly construed. I say ‘narrowly construed’ because a great many things are relevant to the discourse. By discourse I mean simply the time, place and participants of the discourse. This is meant to preserve what is right about Anderson’s and Emonds’ analyses while including notions such as tense, aspect, location and person as well.

This characterization of function words and inflectional affixes is, of course, not yet a definition. To define function words and inflectional affixes in terms of discourse features would require a small but complete set of such features and a theory of why exactly that set of features is the relevant set. I have no such set of features at present, nor such a theory.

What this boils down to is that the discourse characterization of function words and inflectional affixes I have sketched here is not a definition that can predict a priori which words and affixes are stored in the Lexicon as opposed to the Phrasicon. Perhaps future research will provide such a definition.

But this lack of a precise definition need not pose an insuperable obstacle to the issue of lexical storage: many notions in linguistics theory and elsewhere are difficult to define but nevertheless important to use. The notion syllable is a case in point: as Keating points out, “the phonetic literature is quite inconclusive as to either what a syllable is, or how to define its properties, such as sonority, that might be exploited to define syllables, although phonologists have been happy to assume that such questions are nearly settled” (1988:292). Despite any such definition of what a syllable actually is, however, syllables play a central role in phonological theory.

To abandon the syllable because we have no precise definition of it, is to throw out the baby with the bath-water. Likewise with content words, function words, derivation and inflection. All have defied explicit definition, but they continue to be invaluable in both grammatical and psycholinguistic research.

### 1.3 Conclusion

I have tried to motivate a model of lexical storage and processing that can be used both as a grammatical model and as a processing model. This 2 Lexicon Hypothesis model utilizes two lexicons that store fundamentally different types of item: the Lexicon stores words and affixes that refer directly to states, things and properties in the world; the Phrasicon stores those that refer times, places and participants in the discourse. The two lexicons are separated by syntax, which is fed by the Lexicon and which feeds the Phrasicon.
2. Minimal Word, Minimal Affix

Recent studies (Prince 1980, McCarthy and Prince 1986, 1990) have begun to articulate the notion of a 'minimal word': many languages place minimal prosodic restrictions on the size of well-formed words. In Estonian, for instance, content words must consist of at least a bimoraic foot (Prince 1990) and in Japanese, well-formed derived words must consist of at least a bimoraic foot (Poser 1990); words in Dyirbal must be at least disyllabic (Dixon 1972); and so on. As McCarthy & Prince note, however, *function* words in such languages often do not obey these minimality constraints, which hold exceptionlessly only for *content* words.

English, for instance, has a strict minimal word requirement (CVX, i.e., CVV or CVC) which the articles *the* (CV) and *a* (V) defy; Dyirari has a two-syllable minimal word requirement not met by the monosyllabic conjunction *ye 'and'* (McCarthy & Prince 1986, citing Austin 1981); and so on.

(1) The 2 Lexicon Hypothesis

<table>
<thead>
<tr>
<th>Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Words (dog, cat, blue, yesterday, etc.)</td>
</tr>
<tr>
<td>Derivational Affixes (-ity, -ness, etc.)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phrasicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function Words (the, and, to, if, etc.)</td>
</tr>
<tr>
<td>Inflectional Affixes (-a 'plural', -ed 'past', etc.)</td>
</tr>
</tbody>
</table>

Languages that impose minimal word requirements on content words (N, A, V, Adv) but do not impose those same requirements on function words (articles, conjunctions, prepositions, complementizers, etc.) provide an interesting type of support for the 2 Lexicon Hypothesis. Recall that on the 2LH content words and function words are in separate lexicons, as shown above in (1). (1) makes it possible to state minimal word restrictions that hold for content words but do not hold for function words without resorting to stipulations about category membership. A prohibition against CV content words may be stated simply as a condition on well-formed words in the Lexicon; words in the Phrasicon may or may not be subject to such conditions.

But the 2 Lexicon Hypothesis makes a further prediction in grouping derivational affixes with content words and inflectional affixes with function words: just as words-in-the-Lexicon may be subject to minimal-size requirements that words-in-the-Phrasicon are not subject to, affixes-in-the-Lexicon could be subject to minimal-size requirements that affixes-in-the-Phrasicon are not subject to. That is, all morphemes in the Lexicon may be subject to minimal requirements whereas morphemes in the Phrasicon may not be. Evidence from English and Attic Greek suggests just this: derivational affixes in these languages are subject to a Minimal Affix requirement that inflectional affixes are not subject to. Derivational affixes consisting of less than a syllable in these languages are prohibited; inflectional affixes consisting of less than a syllable are quite common.

In at least two languages, then, it seems that nouns, verbs, adjectives, adverbs and the affixes that create nouns, verbs, adjectives, and adverbs are subject to prosodic well-formedness conditions to which articles, conjunctions, prenomens, complementizers, etc. and inflectional affixes are not subject, as shown in (2).

(2) Content Words  minimal requirement
Derivational Affixes  yes

---

1 Undervied words may consist of as little as a monomoraic syllable: Japanese has a number of words like *su 'vinegar', na 'name', ta 'rice field* (Itô 1989).
Again, this is modeled straightforwardly if we assume that the speakers of these languages store and process content words and derivational affixes in a different place than they store and process function words and inflectional affixes. On the Lexicon Hypothesis, the table in (2) can be reduced to the statement in (3):

(3) Minimal prosodic requirements are met in the Lexicon.

Words and affixes in the Phrasicon are not subject to minimal prosodic requirements.

But an even stronger version of (3) is possible, one that holds not only for words and affixes but for roots as well—i.e., for the output of any level of word-formation in the Lexicon:

(3') Minimal prosodic requirements are met at all levels in the Lexicon.

The generalization in (2) may then be recast as in (2'):

(2')

<table>
<thead>
<tr>
<th>Lexical Roots, Content Words</th>
<th>minimal requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td></td>
</tr>
</tbody>
</table>

| Derivational Affixes        | yes                |
| non-Lexical Roots, Function Words | no |
| Inflectional Affixes        | no                 |

(2) and (3') essentially make the claim that minimal word requirements (in some languages) are epiphenomenal: they derive from minimal root and minimal affix requirements—i.e., they derive from minimal requirements on morphemes. Morphemes-in-the-Lexicon are subject to minimal requirements to which morphemes-in-the-Phrasicon are not subject.

Evidence for (2) and (3') is presented for English (2.1), Attic Greek (2.2), and Latin (2.3) as follows. First, a minimal word requirement is established for each language and it is argued that this requirement follows from a minimal requirement on roots. It is then shown that function words and the roots from which they are built in these languages are not subject to the minimal word requirement—this reduces to the claim that the roots of function-words are not subject to minimal prosodic requirements. Finally, a minimal affix requirement of is established for each language and it is shown that inflectional affixes in these languages are not subject to this minimal requirement.

2.1 English

The Minimal Word = μ. It has long been noted that English allows no (content) words that consist of a single light syllable. Lexical words are minimally bimoraic (4):

(4) English: Min Wd = μμ

This holds not only of lexical words but also of lexical roots.

Content words in English consist minimally of a bimoraic syllable. CWs may be heavy CVC (5a) or CVV (b), but not light CV (c): 2

(5) Minimal Word (English)

<table>
<thead>
<tr>
<th>a. CVC</th>
<th>b. CVV</th>
<th>c. *CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>pek 'peck'</td>
<td>see 'say'</td>
<td>*pec *se</td>
</tr>
<tr>
<td>pit 'pit'</td>
<td>sii 'see'</td>
<td>*pit *si</td>
</tr>
<tr>
<td>pit 'put'</td>
<td>suu 'sue'</td>
<td>*pit *su</td>
</tr>
</tbody>
</table>

Lexical Roots.

Determining what the lexical roots of English are is straightforward if only native English vocabulary is used—all of the words in (5) are roots as well as words and the minimal root requirement is the same as the minimal word requirement. The claim implicit in (2) is that any synchronically recoverable CW root in English is at least bimoraic: since English also contains a large number of non-native roots, mostly from French, Ancient Greek and Latin, these too must be checked against the minimal root requirement. We may divide non-native roots into free and bound roots.

Clearly, the free roots all meet the minimal word requirement (else they would not appear

2 I follow most work in metrical phonology in replacing the SPE features [±tense] with a more universally applicable difference in length: [±tense] vowels are monomoraic [i], [±tense] vowels are bimoraic [ii]. (Liberman & Prince 1977:271)
as free roots) and thus are all minimally bimoraic: just, form, cry, ain, nymph, phone, rhyme, chrome, sex, mix, fuse.

But the two mora requirement holds of bound roots as well. Sloat & Taylor (1975) provide a useful pedagogical list of classical roots in English. Of the approximately 1,150 root morphemes and allomorphs they list, 97% have two or more moras. The majority of these are CVC, phl 'love', den 'tooth', though some CVV show up as well, flu 'fluid' flow (fluid, fluent), my 'ma' 'muscle' (myology, myocardium).

What about the remaining 3% that consist of less than two moras? These are listed below:

(6) Putative allomorphs of Classical roots in English (Sloat & Taylor 1975)

<table>
<thead>
<tr>
<th>CV:</th>
<th>affable</th>
<th>able</th>
<th>able</th>
<th>able</th>
<th>able</th>
<th>able</th>
</tr>
</thead>
<tbody>
<tr>
<td>G:</td>
<td>analysis</td>
<td>crescent</td>
<td>fulgure</td>
<td>professor</td>
<td>quantity</td>
<td>quantity</td>
</tr>
<tr>
<td></td>
<td>butter</td>
<td>dismal</td>
<td>pitty</td>
<td>prophet</td>
<td>scillex</td>
<td>scillex</td>
</tr>
<tr>
<td>C:</td>
<td>arrest</td>
<td>coginition</td>
<td>diarrhea</td>
<td>pregnant</td>
<td>surgice</td>
<td>surgice</td>
</tr>
<tr>
<td></td>
<td>apostle</td>
<td>cranium</td>
<td>engityy</td>
<td>problem</td>
<td>thesis</td>
<td>thesis</td>
</tr>
<tr>
<td></td>
<td>clandestine</td>
<td>crenate</td>
<td>multiple</td>
<td>remote</td>
<td>remote</td>
<td>remote</td>
</tr>
</tbody>
</table>

The roots in (6) would be counterexamples to the minimal root requirement if they were synchronically recoverable roots in English. Clearly, however, they are not: no does not constitute a meaningful part of affable even for the most erudite of English speakers, nor is at a morpheme of arrest. Whatever pedagogical use the putative roots in (6) may have for the student of English etymology, they are not morphemes of the language and thus do not constitute counterexamples to the minimal root requirement in (2'). All synchronic lexical roots in English consist of at least two moras. This is the basis of the bimoraic minimal word requirement for the language: words are made from roots, so minimal restrictions on the latter entail minimal restrictions on the former.

**English Function Words ≤ μu**

A number of English FWs occur as less than bimoraic in normal speech. These fall into two classes: the articles a and the, which are underlyingly monomoraic, and reducible ("elicit") FWs such as am (m) and will (ill) which are underlyingly bimoraic but are reduced to non-moraic or monomoraic status in speech.

Except in emphatic or hesitating contexts, a and the occur as the light syllables [a] and [ðə]. No comparable content words exist. Both words have heavier allomorphs that occur prevocally, but, interestingly, neither of these is always bimoraic: Kenyon & Knott, for instance, transcribe prevocalic the as monomoraic [ðə] not bimoraic [ði]. The prevocalic shape of a is [ə] or [æ], but this is not always bimoraic, since the final n often syllabifies with the following word: an ice cream pie and a nice cream pie may be homophous, [a.n.i. k्र.e.m.p. jə].

The emphatic forms of a and the, [e] and [θi], are of course bimoraic and do satisfy the minimal word requirement. The point here is that (near-)homophous content words like hay and bee may not be reduced to [ha] and [bə], even when unemphatic: words-in-the-Lexicon must be bimoraic.

**Non-lexical roots**

Since a and the are both words and roots (just as eat and frog are both words and roots), they show that both FWs and the roots of FWs may consist of less than two moras. This suggests that English FWs and their roots are not subject to the same minimal requirements as English CWs and their roots. This is the case in language after language, as noted as early as Bloomfield (1933:243-4):

The roots of a language are usually quite uniform in structure. In a few languages, such as Chinese, the structure of the roots is absolutely uniform; in

---

3 Resyllabification of final n in an (and mine) is long-standing in English. Historically this has given a newt < an ewt, a nickname < an eickname. Misanalysis occurred in the other direction as well: an auger < a sauger, an adder < a taadder (Skeat 1910).
others, we find some roots that are shorter than the normal type. It is a remarkable fact that these shorter roots almost always belong to a grammatical or a semantic sphere which can be described, in terms of English grammar, as the sphere of pronoun, conjunction, and preposition. In German, which has much the same root structure as English [i.e., the definite article contains a rood [d-]], for in the forms der, dem, den, and so on, the rest of the word (-er, -em, -en, and so on) is in each case a normal inflectional ending, appearing also in the inflectional forms of an adjective like 'red': rot-er, rot-em, rot-en. The same applies to the interrogative pronoun who? with forms like wem, wen, wen. In Malay and in Semitic, many words in this semantic sphere have only one syllable [despite a two syllable minimal limit on content words—C.G.L.], as, in Tagalog, [nt] 'and', or the syntactic particles [ang] 'sign of object-expression', [ail] 'sign of predication', [na] 'sign of attribution'. This semantic sphere is roughly the same as that in which English uses atomic words.

In addition to a and the, English has a large number of FWs that reduce to monomorphic or non-morphic sequences in normal speech: bimorphic and reduces to monomorphic in (Tom 'n' Jerry, Joe 'n' I); bimorphic will reduces to non-morphic in (You'll go) and so on. These forms are clear violations of the minimal word/minimal root requirement. Content words do not reduce to monomorphic or non-morphic strings (except, perhaps, in rapid speech). A comparison of homophonic FW/CW pairs makes this clear:

(7) Reducing and non-reducing homophones in English

<table>
<thead>
<tr>
<th>Function Word</th>
<th>Stressed</th>
<th>Unstressed</th>
<th>Content Word</th>
<th>(Un)-Stressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>be</td>
<td>bl</td>
<td>bi</td>
<td>bee</td>
<td>bl</td>
</tr>
<tr>
<td>been</td>
<td>bnt</td>
<td>bnt</td>
<td>bin</td>
<td>bnt</td>
</tr>
<tr>
<td>but</td>
<td>bnt</td>
<td>bat</td>
<td>butt</td>
<td>bnt</td>
</tr>
<tr>
<td>can (aux.)</td>
<td>kan</td>
<td>kan, knp, kby</td>
<td>can (n.)</td>
<td>kan</td>
</tr>
<tr>
<td>do</td>
<td>du</td>
<td>do, da</td>
<td>dew</td>
<td>du</td>
</tr>
<tr>
<td>for (aux.)</td>
<td>far</td>
<td>fr, fr</td>
<td>four</td>
<td>for, far</td>
</tr>
<tr>
<td>have (aux.)</td>
<td>hav</td>
<td>hav, av, v, hæf</td>
<td>have (v.)</td>
<td>hav</td>
</tr>
</tbody>
</table>

4 Kenyon & Knott do not give a separate listing for the main verb have, suggesting that it has the same full and reduced forms as the modal. In American dialects I am aware of (my own, for instance), however, main verb have does not reduce: *I've a friend in town.

him    | hun   | un, hun | hymn | hun
I      | at    | at, at, a | eye | at
in     | un    | un, ù | inn | un
must   | mast  | mast, mas | must (n.) | mast
or     | or    | or, or | ore | or, or
some   | sam   | sam, samp, sa | sum | samp
will   | wi    | wi, wi | will (n.) | wi
would  | wad   | wad, ad, d | wood | wad
you    | ju    | jo, ja | ewe | ju, jo
your   | jor   | jor, jfr | yore | jor, jor

How the function words in (7) are reduced will be discussed in the following chapter (see also Golston 1990b). For now it is sufficient to observe that none of the content words in (7) have reduced forms, despite the fact that they are segmentally identical to the full forms of the corresponding function words. This is especially noteworthy in cases where the corresponding function word reduces to a monomorphic (f, t, s, t, etc.) or non-morphic (d, t, v) sequence. The fact that only the content words in (7) lack reduced forms adds support to the 2LH: the reducibility of function words but not of homophones content words follows if only the latter are subject to minimal word requirements.

The Minimal Affix = μ. I have tried to show that content words and their roots in English are subject to a minimal prosodic requirement to which function words are not subject: words-in-the-Lexicon must be bimorphic, words-in-the-Phrasicon may be monomorphic and even non-morphic. A similar case can be made for derivational affixes (which are subject to a minimal requirement) as opposed to inflectional affixes (which are not). The minimal requirement for derivational affixes is that they consist of at least a light syllable:

(8) English: Min Aff ≤ μ
This minimum requirement applies only to derivational affixes, i.e., to those affixes that are stored in the Lexicon. Affixes in the Phrasicon are not subject to the minimal affix requirement, just as words and roots in the Phrasicon are not subject to the binominal minimal word requirement.

I claim in (8) that English has no derivational affixes that consist of less than a mora. To see that this is so, let us begin with prefixes. Marchand (1969) gives what he claims to be an exhaustive list of 65 English prefixes (9):

(9) English prefixes (Marchand 1969)  

Each of the prefixes in (9) is at least monomoraic, in accordance with (8). Similarly for suffixes; of the 80 or so that Marchand lists, all but two (underlined) are monomoraic.

(10) English suffixes (Marchand 1969)  

Most of the suffixes in (10) are binominal, though a few contain only a single mora. The two apparent exceptions, -th and -ed, each admit of alternative analyses that render their status as exceptions dubious.

- ed. Marchand distinguishes two suffixes here, the type found in feathered and the type found in palefaced. Both are derived from the inflectional ending found on past participles (and thus exceptions that prove the rule, so to speak) and both have unpredictable allomorphs in /ul/ which satisfy the one-mora minimum. Comparative evidence that both types of - ed were originally inflectional comes from other IE languages in which the same alternation between denominal and deverbal adjectives occurs (L. densitatis 'toothed' and amatus 'was loved').

Internal evidence includes the fact that in Old and Middle English such denominals are also found with the inflectional prefix ge- (gelidus 'lidded', geswarded 'sworded'). Synchronic evidence that denominals in - ed are still felt to be inflectional-like comes from the otherwise peculiar fact that these adjectives (and no others) may be modified with well- and ill-, two prefixes which otherwise modify only deverbal participles (well-worn, ill-suited; but *well-blue, *well-warm, *ill-big, etc.). That is, the prefixes well- and ill- clearly subclassify for verbs (worn) not adjectives (*blue), showing that the - ed in ill-suited is a verbal not an adjectival suffix.

5 Prefixes that are listed more than once are ones that Marchand treats as separate affixes: ablaze vs. asymmetric: proconsul vs. pro-ammon vs. pro-British: unfair vs. unlike.

6 I have not included alternate spellings here (-ance, -ence; -ite, -ite), nor of all the allomorphs of each morphemic (-ery, -ry; -ty, -ty; -ry, -ry, -ry). Marchand also lists a number of what he calls semi-suffixes, none of which violates the min aff requirement: -ike, -worthy, -monger, -way/-ways, -wise, -word/-wright. 1 will not discuss these here; the interested reader is directed to Marchand (1969).
Additional evidence that the *paleface* type -ed suffix is felt to be inflectional rather than derivational comes from the fact that it is added not to true compounds (11a) but to syntactic phrases (usually N-bars consisting of an adjective-noun sequence) (b). This is made evident by the fact that bare nouns generally are not affixed with this type of -ed (c):

(11) a. * [[baking-powder]_N ed] 'having baking powder'
   * [[wall-paper]_N ed] 'having wall paper'
   b. * [[heavy-hand]_N ed] 'having heavy hands'
      [[three-corner]_N ed] 'having three corners'
   c. * [[hand]_N ed] 'having a hand'
      * [[corner]_N ed] 'having a corner'

I will assume that the inflectional nature of both types of -ed is what allows them to exist as non-moraic affixes, insofar as they are non-moraic.

Many of the oldest and most common *feathered*-type words with -ed show an underlying suffix /-ed/ rather than /-d/:

(11) /-ed/: crooked < crook [krəukd] * [krəukt]
           wretched < wretch [rɛkid] * [rɛkt]
           ragged < rag [rægd] * [rægd]
           jugged < jug [dʒtg] * [dʒtg]

An underlying suffix /-ed/ conforms neatly to the one-mora minimum and accounts for the otherwise anomalous data in (11), given that other cases of -ed, such as the preterite (underlyingly /-d/), never surface as syllabic, even after verbs: looked [lʊkt], * [lʊkt]; wagged [wægd], * [wægd]. The same underlyingly moraic suffix is found with the *paleface*-type words one-legged, bow-legged, etc.

Thus, -ed is the exception that proves the rule that derivational affixes in English must consist of at least one mora: it is neither clearly derivational (since it has a number of inflectional properties) nor clearly non-moraic (wretched, one-legged). Its status as an exception to the minimal affix requirement is therefore seriously compromised.8

-eth. This is not a productive affix in English. Marchand's (1969:349) discussion of its history bears this out:

-eth is a substantival suffix with a few coinages of doubtful currency. Productive in Old English and Middle English (depth, health, length, strength, wealth, etc.), it has in the Modern English period formed deverbal growth 1557 and spith 1607. Breadth 1523 (no derivative for the present-day speech-feeding) is extended from now obsolete brede (OE bræd), influenced by length, and was followed by width 1627 (dialectal widith with a change of suffix rather than "a literary formation" (OED), as original [i] had, by 1627, long become a diplhon. Coolth 1547 (now chiefly colloquial or jocular) was coined after warmth. Ilith 1860 is "used by and after Ruskin as the reverse of wealth in the sense of 'well-being': Ill-being" (OED). Horace Walpole coined the word greenth, Wentworth quotes lowth as used by Bacon.

In light of this non-productive status, -eth might well be dismissed as a serious counterexample to the minimal affix requirement: if it is not productive, there is little reason to list it as a separate morpheme in the Lexicon. And if it is not listed in the Lexicon, it will not be subject to a minimal affix requirement.

Note also that the most common words containing -eth involve an unpredictable ablaut variant of the stem-vowel, indicating that words like length and depth are not synchronically

---

8 Tom Cornells (p.c.) points out the interesting case of adjectival passives (see Grodzinsky 1990:114-120 for a review and a discussion with regards to Agrammatism). In 'Mary was concerned', the adjectival status of concerned is shown by the following contrast:

a. Mary was concerned about John.
   b. ?Mary was concerned by John.

If concerned were a true passive (2) should be grammatical (cf. ?John concerned Mary.). These adjectival passives are not (on most accounts) derived transformationally and should be formed in the Lexicon (V -> Adj) derivationally. If so, they are derivational suffixes in English that consist of less than a mora. As with the -ed in one-legged, however, this is clearly related to an inflectional affix; this, I would claim, is what allows it to consist of less than a mora.
derived from \([\text{long + th}]\) and \([\text{deep + th}]\) (cp. 12a, b).

(12) a. Abstractive vowels and -\(th\)
\[
\begin{array}{lcc}
  \text{[0]-[e]} & \text{[1]-[e]} & \text{[a]-[i]} \\
  \text{long} & \text{depth} & \text{wide} \\
  \text{strength} & \text{health} & \text{five} \\
  \text{breadth} & \text{wealth} & \text{fifth}
\end{array}
\]

If the alternations in (12) were to be derived synchronically, English would require phonological rules something like those in (13).

(13) Non-rules of English Phonology
\[
\begin{align*}
  a. & \text{ /}l/ \rightarrow \text{[e]}/ \text{CCS} \\
  b. & \text{ /}l/ \rightarrow \text{[e]}/ \text{CCS} \\
  c. & \text{ /}n/ \rightarrow \text{[e]}/ \text{CCS}
\end{align*}
\]

The rules in (13), however, are clearly not phonological rules in English, even if we restrict the domain of rule-application to words ending in the morpheme -\(th\). (13a) is counter-exemplified by *fourth (*[fɔːrθ]) and *warmth (**wɔːrθ); (b) is counter-exemplified by *sixteenth (**sɪkstɛnθ); (c) by *height (**hæθ) and *ninth (**nɪnθ). Note also that eighth (*[æθ]) does not undergo an /\(l\)/ → [e]/ CCS rule. The absence of rules like those in (13) in English makes the synchronic derivation of depth from deep + \(th\), strength from strong + \(th\), and breath from wide + \(th\), etc. highly unlikely.

Even if -\(th\) is treated as a synchronic affix of English, its status as a counterexample to the minimal affix requirement is not beyond dispute. Evidence discussed by Goldsmith (1990) suggests that -\(th\) may consist underlyingly of a CV sequence. Goldsmith notes that -\(th\) is exceptional not only by its apparently non-moramic status, but also by its ability to occur in the codas of syllables in positions normally restricted to [s, z, ð, t]. Goldsmith points out that sequences of obstruents are not allowed word finally in English unless one of the obstruents is an alveolar.

(14) \((V C_1 C_2)_{\text{th}} \rightarrow (C_1 \text{ is alveolar}) \text{ or } (C_2 \text{ is alveolar})\)

That is, given a coda-cluster consisting of two obstruents, one of the obstruents must be [s], [z, ð] or [t]: *æf k, *æθ k, *æʃ k, *æʃp, *æθp, and *æk f, *ækθ, *ækf, *ækθp, *ækp, *æθp, *æp and *æp are impossible English morphemes. (Note that 'alveolar' in (14) cannot be replaced by 'coronal' since coronal [ʃ] is not allowed in these positions.) Curiously, \(th\) does occur after another non-alveolar obstruent but only when it occurs as a separate morpheme: depth, length, strength, etc. Goldsmith concludes that the morpheme -\(th\) somehow licenses \(\text{th}\) in this position, since \(\text{th}\) is not licensed in this position in monomorphic words:

This terminal \(\text{th}\) (that is, one that appears after an obstruent) appears in fifth, sikstikth (eighth), twelfth, hundredth, thousandth, length, strength, depth, width, and breadth, and in no other words in the English language. Clearly there is a generalization here, of which the weakest possible is that the -\(th\) is a separate morpheme. We may state the connection between the otherwise exceptional distinctive point of articulation and the presence of a distinct morpheme by saying that the dental point of articulation is licensed word-finally by the suffixal morpheme itself, rather than by canonical syllable-internal structure or by the regular word-final extrasyllability.

(1990:147--my emphasis)

Goldsmith formalizes the licensing of \(\text{th}\) in the coda position when it is a separate morpheme as in (15) (= Goldsmith’s (44)):
(15) licensing word-final θ in depth

In (15), the fact that θ may occur where it may be a result of 'licensing features' associated with the morpheme, when [θ] is not part of this morpheme, its point of articulation is not licensed, explaining the lack of monomorphemic words like dθpθ, θθθ, etc. For Goldsmith, then, it is not anything about the phonological shape of θ that licenses its occurrence after p and k: it is a property of the morpheme that licenses these positions.

One problem with Goldsmith's view is that any point of articulation could be licensed, even one (say) that does not occur in English (linguo-labial, pharyngeal, etc.); his proposal is clearly too strong in that it allows far more than it needs to. All that is required is (a) that a segment that commonly occurs in onsets and simple rhymes be allowed to occur after p and k in the coda and, (b) that this be a property of the affix -θ, since it does not occur with θ morpheme-internally. This may be accomplished with an underlyingly CV form of the suffix in which the V-slot is empty (16a):

(16) a. -θ as underlyingly CV b. depth

The empty V-slot puts θ in the onset of a syllable, where it is licensed by the same licensing that permits words like thing and thick; the (merely) apparent coda cluster [pθ] in (16b) does not violate the restriction that coda cluster cannot have two non-alveolar points of articulation. Note that segmental material from dep (namely the vowel) cannot be associated with the V without crossing the association line linking θ to its C-slot; consequently, the V-slot in -θθ goes unfilled and is lost, leaving the θ to be stray-adjointed into the root-syllable. This analysis is more restricted than Goldsmith's for two reasons. First, it utilizes a formal device (an empty timing-slot) independently established in the literature—Goldsmith himself discusses analyses involving empty C-slots in French, Seri (Marlett & Stemberger 1983) and Ondandaga (Michelson 1985). Second, it is less powerful insofar as it is not capable of introducing (say) a point of articulation not found in English.

How could an underlying form such as the one in (16) come about? Comparative evidence from Dutch and German suggests that the English form once contained an audible vowel, most likely a schwa: cf. Du zesde 'sixth', zesende 'seventh', achth 'eighth'; G zweite 'second', drei'third', vierte 'fourth'.

The same underlying form used to allow -θθ to occur after obstruents in a coda qualifies -θθ as underlyingly moraic: the final morpheme in depth is underlyingly CV (satisfying the min aff requirement) but surfaces only as θ because its V-slot is not linked to anything on the segmental tier.

Neither the -zed in palefaced and feathered nor the -θθ in width and length provide solid examples of non-moraic derivational affixes in English. The latter fails to be clearly non-moraic; the former fail to be clearly non-moraic and fail to be clearly derivational. Hollander (1976:177), discussing derivational affixes from Old to Modern English, puts the general case
like this:

There...seems to be a clear connection between productivity and syllability in
English derivational morphology. Productive suffixes obviously tend to be
syllabic rather than nonsyllabic.

Without convincing counterexamples, then, and in light of the sheer number of clear cases that
support it, I conclude that the minimal affix requirement is true of English.9

**English Inflectional Affixes < μ.** English has eleven inflectional affixes, eight of which do
not obey the minimal affix requirement required of derivational affixes.

(17) English inflectional affixes

<table>
<thead>
<tr>
<th>Suffix</th>
<th>Example</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ed</td>
<td>bak-ed, claw-ed</td>
<td>past</td>
</tr>
<tr>
<td>-ed</td>
<td>(has) bake-d, (has) kill-ed</td>
<td>perfect participle</td>
</tr>
<tr>
<td>-ed</td>
<td>(was) bake-d, (was) kill-ed</td>
<td>passive participle</td>
</tr>
<tr>
<td>-en</td>
<td>(has) tak-ca, (has) see-a</td>
<td>perfect participle</td>
</tr>
</tbody>
</table>

9 Sloat & Taylor (1975) list approximately 165 derivational affixes for English. Of these, five
are non-moraic and deserve some discussion:

-1 'small' gastrula

-sc 'becoming' nascent

-m NOUN baptism, chasm, idiom, poem, sarcasm, spasm

-s NOUN chaos, crus, defense, diacoustics, diplomacy, economics, ethics, expense, larynx, linguistics, sex

-t 'one who, anthropologist, architect, catapult, ventriloquist, that which' desist, enthusiast, florist, individualist, materialist, poet, suspect

-1 and -sc are not synchronically recoverable in *gastrula* or *nascent*; other words in which these
putative suffixes suggest moraic (*spirite*) or bimoraic (*pudgament*) suffixes. The last three
suffixes are best analyzed as parts of other suffixes (following Marchand 1969 and others); -m
is part of -ism, -s is part of -ist, -s is part of -ics. Words like *poet* and *suspect*, sex and *sex* are
monomorphemic and do not have a synchronically recoverable -1 or -s. Sloat & Taylor's list
of roots and affixes is primarily pedagogical; more theoretically oriented works such as
Aronoff (1976), Selkirk (1982) or Scalise (1984) do not treat -1, -sc, -m, -s, and -t as affixes.

Note that none of the underlyingly non-moraic suffixes in (17) have moraic allomorphs like the
[*ed*] allomorph found in *wretched or one-legged*. This is seen most clearly with the various
-s and -ed suffixes but is equally true of the -en suffixes, which always surface as non-moraic
[n] post-vocally: see /sēn/, be /bēn/, lay /lēn/, say /sān/.

English grammatical items are not subject to the same minimal prosodic requirements to
which English lexical items are subject. Content words and their roots must be bimoraic,
though function words may be monomoraic and may reduce to non-moraic status. Similarly,
derivational affixes must be at least monomoraic, whereas inflectional affixes are frequently
non-moraic. The 2 Lexicon Hypothesis allows this to be stated in a non-arbitrary fashion:
morphemes and words in the Lexicon are subject to minimal prosodic constraints that do not
hold for morphemes and words in the Lexicon.

2.2 Ancient Greek

Like English, Ancient Greek (AG) allows no content words that consist of a single light
syllable: well-formed lexical words are minimally bimoraic. Again like English, this holds
not only of lexical words but of lexical roots. AG content words, like their counterparts in
English, do not have 'reduced forms'.

A bimoraic foot can be shown independently to be the foot used in stress and pitch-accents

10 I follow Emonds (1985) and others in considering 's an inflectional affix. It is, of course a
phrasal rather than a lexical affix, since it is attached to NP rather than to N (see Anderson
assignment (Allen 1973; Sauzet 1989; Golston 1990b). Thus, in McCarthy and Prince's (1986) terms, the minimum word equals the minimum foot in AG.

With the exception of a handful of imperatives and participles (on which see below), AG had no monomoraic nouns, verbs or adjectives. Examples of disyllabic and monosyllabic bimoraic nominals are given below:

(18) Ancient Greek minimal nouns (nominative singular)

CVV
masa ‘type of currency’ ge ‘earth’ noo ‘mind (dual)’

CVC(C)
trik(s) ‘hair’ phlëp(s) ‘vein’ hál(s) ‘salt’

(19) Ancient Greek minimal adjectives (masculine singular unless otherwise noted)

CVV
sóo(s) ‘safe’ et(s) ‘noble’ pëo(s) ‘fat’

CVC(C) 11
mërop(s) ‘mortal’ óinop(s) ‘wine-colored’ helik(s) ‘bent’

Notice that the minimal monosyllabic word attested for nominals is either CVV or CVCC; no cases of simple CVC nouns or adjectives occur in AG. I will argue that this is due to the extrametricality of word-final consonants in AG (Steriade 1988; Sauzet 1989). CVCC and CVV shaped words are unaffected by final consonant extrametricality; but CVC shaped words violate the bimoraic minimum because the segment that constitutes the second mora is extrametrical: CV(C). AG content words are thus minimally CVV or CVCC. For morphological reasons, minimal word sized verbs are hard to find in AG: most verbs contain more than two moras because of moraic inflectional endings. Not all of the following, therefore, are truly minimal; this is especially true for verbs of the form CVCV.

(20) Ancient Greek minimal verbs

CVV verbs
pëi ‘it sits’ rhëi ‘it flows’ pëo ‘it rubs’

No CVCC verbs are given because Greek verbal inflection never produces word-final consonant clusters. No lexical adverbs have been given here because they are all derived either from nominal or from verbal roots.

Two sets of counter-evidence to the bimoraic minimal word proposal must be countenanced. The first involves a small number of verbs that have CVCC second person singular aorist imperatives:

(21) CVC imperatives (second person singular aorist)

ddës ‘give!’ thës ‘put!’

If final Cs are extrametrical, such forms should be monomoraic and hence ill-formed. Hayes (1997) has proposed that degenerate feet (a monomoraic foot in this case) are allowed in some languages under heavy stress. I will assume that imperatives were contrastively stressed in AG (not an implausible assumption for imperatives) and that this extra degree of stress is what licensed otherwise monomoraic CV(C) syllables.

The second set of counter-evidence consists of a few neuter participles of the form CVC:

(22) CVC neuter participles (neuter nominative and accusative singular)

stân ‘having set’ thën ‘having placed’ ddën ‘having shown’

The contrastive stress hypothesis countered for imperatives is surely out of place here; there is no reason to think that participles would acquire any extra degree of stress that might license a monomoraic foot. Steriade (1988) provides compelling evidence, however, that such neuter participles were treated as CVCC with a final [t] as in (23):

(23) CVCC forms of neuter participles

/stân/ ‘having set’ /thën/ ‘having placed’ /ddën/ ‘having shown’
Steriade's evidence for the final -t in neuter participles comes from the accentuation of polysyllabic neuter participles:

-nt finals surface as -n, but words ending in such sequences are accented exactly like those ending in -ks, -ps [i.e., in consonant clusters—C.G.]: their recessive accent never retracts beyond the penult. Examples of this type are neuter participles like paidē-on 'educating' (from /paideu-ent/; compare the genitive paidē-on-os) and neuter adjectives like khari-en 'graceful' (from /khari-ent/; compare khari-ent-os).

The CVCC forms in (23) are thus motivated by the accentuation of neuter participles like paidē-on. The late deletion of the post-nasal [t] apparently does not affect the acceptability of these words.

**Lexical Roots**

AG lexical roots as well as words are subject to the bimoraic minimum. The only difference is that final consonants in roots are not extrametrical (only word-final consonants are extrametrical). CVCC nominal and verbal roots are extremely common: the roots for some of the nouns, verbs and adjectives mentioned above are given below:

(24) **Ancient Greek nominal roots**

CVC nouns

thrīkh- 'hair'  philēp- 'velvet'  hali- 'salt'

CVV nouns

maaa- 'type of currency'  gec- 'earth'  thec- 'soil'

(25) **Ancient Greek adjectival roots**

CVC

kak- 'bad'  mak- 'blessed'  bath- 'deep'

CVV adjectives

so- 'safe'  eu- 'noble'  pioo- 'fat'

(26) **Ancient Greek verbal roots**

CVC

ag- 'come'  tith- 'put'  phob- 'fear'

CVV verbs

dee- 'bind'  luu- 'loosen'  thee- 'give'

(Again, I have not included roots of adverbs since these are themselves nominal or verbal.)

**Bimoraic Lengthening.** Additional evidence for a bimoraic minimal word in Greek comes from phonological processes that preserve bimoronicity in derived words. Consider the paradigm for pod- 'foot', for instance:

<table>
<thead>
<tr>
<th></th>
<th>Singular</th>
<th>Plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>nom</td>
<td>pōu-s</td>
<td>nom</td>
</tr>
<tr>
<td>acc</td>
<td>pōd-a</td>
<td>acc</td>
</tr>
<tr>
<td>gen</td>
<td>pōd-os</td>
<td>gen</td>
</tr>
<tr>
<td>dat</td>
<td>pod-ĩ</td>
<td>dat</td>
</tr>
</tbody>
</table>

Note that only the nominative singular form has a long vowel; the lengthening is easily explained by the bimoraic minimal word requirement coupled with final consonant extrametricality. Alveolars delete before ū in AG. Consider the effect of such a rule on the nominative singular and the dative plural forms of pōu-s. The dative plural resulting from T/D Deletion is a well-formed bimoraic CVCC; the resulting nominative singular, however, is an illicit monomonic CV(C).

(28) **Derivation of nominative singular and dative plural of pōu-s 'foot'**

<table>
<thead>
<tr>
<th>Underlying Form</th>
<th>nom sg</th>
<th>dat pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>T/D Deletion</td>
<td>pod-s</td>
<td>pod-ĩ</td>
</tr>
</tbody>
</table>

76
Lengthening  | po -s  po -si
---|---
O-Raising  | poo-s  ---

The nominative singular vowel is therefore lengthened (o -> oo) to satisfy bimoraicity. A later rule of O-raising (Sommerstein 1973) raises oo to ou [ου]. Similar cases can be seen in other monosyllabic forms:

<table>
<thead>
<tr>
<th>(29)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nom</td>
<td>pur</td>
<td>xho-'an amount'</td>
</tr>
<tr>
<td>Acc</td>
<td>pur</td>
<td>khou-&lt;s</td>
</tr>
<tr>
<td>Gen</td>
<td>pur-&lt;s</td>
<td>khou-&lt;n</td>
</tr>
<tr>
<td>Dat</td>
<td>pur-&lt;f</td>
<td>khou-f</td>
</tr>
<tr>
<td>Plural</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nom</td>
<td>pur-&lt;a</td>
<td>khou-es</td>
</tr>
<tr>
<td>Acc</td>
<td>pur-&lt;a</td>
<td>khou-as</td>
</tr>
<tr>
<td>Gen</td>
<td>pur-&lt;&lt;an&gt;</td>
<td>khou-on</td>
</tr>
<tr>
<td>Dat</td>
<td>pur-&lt;&lt;an&gt;</td>
<td>?</td>
</tr>
</tbody>
</table>

In the nominative and accusative, would-be CV(C) forms are lengthened to CVV(C) to achieve bimoraicity: pur -> pur, khou -> khou, suu -> suu, etc.

The same lengthening processes can be observed in "clipped" forms of vocatives. Consider the following:

<table>
<thead>
<tr>
<th>(30)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Clipping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bda</td>
<td>&lt;</td>
<td>basi-leu</td>
</tr>
<tr>
<td>dhi&lt;sup&gt;12&lt;/sup&gt;</td>
<td>&lt;</td>
<td>di-i</td>
</tr>
<tr>
<td>mda</td>
<td>&lt;</td>
<td>ma-teer</td>
</tr>
</tbody>
</table>

The clipped forms on the left are derived as follows: the first syllable of the full word is copied (ba, di, ma), lengthened to achieve the requisite bimoraicity (baa, dii, maas), and accented.

<table>
<thead>
<tr>
<th>(31)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Derivations of clipped forms</td>
<td>Full Word</td>
<td>basi-leu</td>
</tr>
</tbody>
</table>

Copy first syllable  | baa  | dii  | maas
Lengthening  | baa  | dii  | maas
Accentuation  | baa  | dii  | maas

A third source of evidence for this lengthening rule comes from letter-names in AG, which provide interesting support for the claim that the minimal word was bimoraic. All AG letter names had at least two moras, even where the phoneme named was itself inherently monomoraic. The 24 letter names<sup>13</sup> are given below, with the Greek letter preceding:

<table>
<thead>
<tr>
<th>(32)</th>
<th>Greek letters and letter-names</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>άλφα</td>
<td>alpha</td>
<td>υ</td>
</tr>
<tr>
<td>β</td>
<td>βήτα</td>
<td>beta</td>
<td>ξ</td>
</tr>
<tr>
<td>γ</td>
<td>γάμμα</td>
<td>gamma</td>
<td>ι</td>
</tr>
<tr>
<td>δ</td>
<td>δέλτα</td>
<td>delta</td>
<td>ι</td>
</tr>
<tr>
<td>ε</td>
<td>ελ</td>
<td>εe</td>
<td>ι</td>
</tr>
<tr>
<td>ζ</td>
<td>ζέτα</td>
<td>zeta</td>
<td>ι</td>
</tr>
<tr>
<td>η</td>
<td>ητα</td>
<td>eta</td>
<td>ι</td>
</tr>
<tr>
<td>θ</td>
<td>θετα</td>
<td>theta</td>
<td>ι</td>
</tr>
<tr>
<td>ι</td>
<td>iota</td>
<td>iota</td>
<td>ι</td>
</tr>
<tr>
<td>κ</td>
<td>κappa</td>
<td>kappa</td>
<td>ι</td>
</tr>
<tr>
<td>λ</td>
<td>lambda</td>
<td>lambda</td>
<td>ι</td>
</tr>
</tbody>
</table>

Of particular interest are the letters e and o (called 'epsilon' and 'omicron' in later Greek). These letters unambiguously represent monomoraic vowels<sup>14</sup> [e] and [o] yet have bimoraic names [ε] and [ό]. The letter u is a slightly different case: the letter may represent either a long or a short vowel, but the letter name is long [ου]. Equally suggestive are the letter names for μ and ι (why not [μι], [ι]), for α and ι (why not [ι], [ι]) and for ι, ι, ι, ι (why not [ι], [ι], [ι], [ι]).

<sup>12</sup> This account here is not recessive (that would yield dhi); I have no account of this but it does not materially affect the argument at hand.

<sup>13</sup> I omit here other letters such as ρ digamma, kappa Κ and σαη Μ (name not certain acc. to L&S) letters which were used only in very early Greek. κoppa is non-problematic, as is digamma. For the name οινα, recall that in early Greek nasals were moraic (Allen 1973;xx), so σαη would probably be monomoraic.

<sup>14</sup> In some early forms of the Greek alphabet, the letters ε and ο were used both for long and short vowels. When the letters ι and ι were introduced for bimoraic vowels, ε and ο were used to represent only monomoraic vowels.
not [pl], [pfl], etc.). It seems that a well-formed letter-name in AG is minimally bimoraic.

The bimoraic minimal word requirement, then, is well-substantiated for content words in AG. It will be shown below, however, that an impressive number of both derived and underived function words do not obey this constraint.

**Ancient Greek Function Words ≤ μμ.** A large number of function words in AG are monomoraic; it is significant that they occur in almost every non-lexical grammatical category. In order not to be circular or arbitrary in defining 'word', I will use Szalet's (1989) definition of a word: a string of segments associated with a single H tone. This will exclude marginal 'words' such as proclitics and enclitics; I should note, however, that all such clitics are function words and a number of them are monomoraic. Categories which have monomoraic members include:

<table>
<thead>
<tr>
<th>(33) Monomoraic function words</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prepositions:</strong></td>
</tr>
<tr>
<td>prōs</td>
</tr>
<tr>
<td>són</td>
</tr>
<tr>
<td>prō</td>
</tr>
<tr>
<td><strong>Articles:</strong></td>
</tr>
<tr>
<td>tōs</td>
</tr>
<tr>
<td>tô</td>
</tr>
<tr>
<td>tā</td>
</tr>
<tr>
<td><strong>Pronouns:</strong></td>
</tr>
<tr>
<td>só</td>
</tr>
<tr>
<td>són</td>
</tr>
<tr>
<td>hō</td>
</tr>
<tr>
<td><strong>Possessive pronouns:</strong></td>
</tr>
<tr>
<td>sós</td>
</tr>
<tr>
<td>són</td>
</tr>
<tr>
<td>hōs</td>
</tr>
<tr>
<td>hōn</td>
</tr>
<tr>
<td><strong>Interrogative pronouns:</strong></td>
</tr>
<tr>
<td>tā</td>
</tr>
<tr>
<td>tā</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Relative pronouns:</td>
</tr>
<tr>
<td>hōs</td>
</tr>
<tr>
<td>hōn</td>
</tr>
<tr>
<td>hō</td>
</tr>
<tr>
<td>hā</td>
</tr>
<tr>
<td>Small Numbers:</td>
</tr>
<tr>
<td>hēn15</td>
</tr>
<tr>
<td>Conditional Particles:</td>
</tr>
<tr>
<td>án</td>
</tr>
<tr>
<td>Conjunctions</td>
</tr>
<tr>
<td>dē</td>
</tr>
<tr>
<td>Temporal conjunctions:</td>
</tr>
<tr>
<td>prōn</td>
</tr>
<tr>
<td>Particles</td>
</tr>
<tr>
<td>gār</td>
</tr>
<tr>
<td>mā</td>
</tr>
<tr>
<td>mēn</td>
</tr>
</tbody>
</table>

The words above violate the bimoraic minimal word requirement in one of two ways. CV(C) words such as mēn 'surely' are monomoraic because of their extrametrical final consonants. CV words such as dē 'and' and d'what' are monomoraic regardless of extrametricality.

**Derived monomoraic function words.** Ito (1989, 1990) has argued for Japanese that minimal word requirements are met only by derived words: monomorphemic words that do not undergo phonological rules may freely violate minimal word restrictions but derived words may not. Such an explanation is not viable for Ancient Greek because of the existence of a number of derived monomoraic function words.

AG pronouns have inflectional suffixes similar to those of nouns. In ἰν 'who, what', for example, the root ἰν- is clearly discernible and the case endings are essentially those of third declension nouns.

15 The nom masc sg form is [hēns]. Notice that compensatory lengthening of /ē/ occurs when /ē/ deletes. This does not occur with all function words, as will be seen below in discussing [hēn] (<[hēn-]<).
(34) ti- 'who' (interrogative pronoun)
  masculine/feminine
  sg  pl
  nom  tî-s  tîn-es
  acc  tîn-a  tîn-es
  gen  tîn-os  tîn-oos
  dat  tîn-i  tîn-st

AG has deletes before an h- (nominative singular, dative plural). Thus CV(C) ti- is a derived form, in violation of tâ‘s requirement that derived forms obey minimal word constraints. (A number of other derived function words are given below, (35) - (37).) For AG, then, the only words that are not subject to minimal word constraints are function words—i.e., words in the Phrasicon. The derived/undeveloped distinction is not an issue in this language.

Non-lexical roots. Recall that lexical roots as well as lexical words obey the binominal minimum in AG: nominal and verbal roots of the shape CV or C are unattested. Since function words do not obey binominality, we might expect their roots not to obey it either. That is, just as both lexical words and roots obey binominality, non-lexical words and roots might fail to obey it. And this is the case. Stripping off inflectional material (and an alternating o/e theme vowel that is not part of the root) for a number of function words reveals monomorphic and even non-morphic roots. The relative pronoun, for instance, is built on a root h-16:

(35) h- 'who' (relative pronoun)
  sg   pl
  masc: nom  h-òs  h-òf
        gen  h-òu  h-òon
        dat  h-òoi  h-òi
        acc  h-òn  h-òds

fem: nom  h-óf  h-òf
      gen  h-òis  h-òon
      dat  h-òei  h-òi
      acc  h-òns  h-òds

neut: nom  h-ò  h-ò
        gen  h-òu  h-òon
        dat  h-òoi  h-òi
        acc  h-ò  h-ò

Similarly, the inflected forms of the definite article are derived from a non-morphic root t-, followed by theme vowel and person-number-case:

(36) t- 'the' (definite article)
  sg   pl
  masc: nom  (h-ò  h-òf)\(^{17}\)
         gen  t-òu  t-òon
         dat  t-òoi  t-òi
         acc  t-òn  t-òds
  fem: nom  (h-òe  h-òf)
         gen  t-òés  t-òon
         dat  t-òei  t-òi
         acc  t-òns  t-òds
  neut: nom  t-ò  t-ò
         gen  t-òu  t-òon
         dat  t-òoi  t-òi
         acc  t-ò  t-ò

AG pronouns provide additional cases of non-morphic roots. The oblique singular paradigm consists of a 1st, 2nd or 3rd person root (em-, es- and k-, respectively) plus -òu (gen.), -òi (dat.), -ò (acc.).\(^{18}\)

(37) Pronominal Roots

<table>
<thead>
<tr>
<th></th>
<th>singular:</th>
<th>plural:</th>
</tr>
</thead>
</table>

\(^{16}\) For clarity of exposition I have not fully parsed the inflectional elements here and in the following paradigms: they consist of a theme vowel (o-, e-, a- depending on gender and number) and a fused person-number-case marker. hòs is thus properly h + o + s (root + theme vowel + masc-nom-ag).

\(^{17}\) The nominative forms of the masc and fem sg and plural are suppletive.

\(^{18}\) I have not attempted to sort out theme vowels here, as they are fairly fused with the person-number-case suffixes. The pronominal roots are invariant in both singular and plural and this is all that is of concern presently.
The plural paradigm is similar, consisting of root (heem-, hum-, or sph-) plus -ēs (nom), -ōn (gen), -ēs (dat), -ēs (acc).

The AG bimoronic minimal word requirement, although exceptional for content words and their roots, has a large number of exceptions among the class of function words (de ‘and’) and their roots (d ‘the”). The 2 Lexicon Hypothesis allows us to model this situation straightforwardly: minimal prosodic requirements are met only by morphemes in the Lexicon. Items in the Phrasicon may violate them freely, both underlyingly (d ‘what’) and in derived forms (ta ‘who’< hin-). The following sections will show that this holds for AG affixes as well: as with English, derivational affixes are subject to a minimal affix requirement that inflectional affixes escape.

The Minimal Affix in Ancient Greek. AG provides a striking example of minimal-affix differences for derivation and inflection: no AG derivational affix consists of less than a mora whereas non-moronic affixes are common in all types of inflection. The minimal affix in AG, then, is as in English) as follows:

(38) AG: Min Aff = μ

To reiterate the general discussion: while a minimal-affix requirement may be posited for derivational affixes in AG, it does not extend to inflectional affixes. This generalization provides support for the 2 Lexicon Hypothesis in the following way: the apportionment of roots, words and affixes between the Lexicon and the Phrasicon provides the exact division needed to state minimal prosodic requirements; elements of the Lexicon are subject to such restrictions, those of the Phrasicon are not. More concretely, affixes that change nouns to adjectives, verbs to nouns, nouns to adverbs, etc., must consist of at least a mora, while plural markers, tense/aspect markers, person/number markers need not.

(39) Minimal prosodic requirements in Ancient Greek

Lexicon

Phrasicon

Affix ≥ μ

Word, Root ≥ μ

Smyth (2020) provides a fairly exhaustive list of AG derivational affixes. AG had a great number of these and the fact that none of them consists of less than a syllable is evidence for the claim that the minimal derivational affix in AG was a mora. As with English, I begin with derivational prefixes:

(40) Ancient Greek prefixes

an- ‘not’
heem- ‘half’
dus- ‘ill, un’
a- ‘very’

an-eksion ‘unworthy’
heem-i ‘half’
dus-tukhees ‘unfortunate’
a-tenees ‘very stretched’

Following Smyth, I have listed as prefixes only bound lexical formatives; ‘prefixes’ that also occur as separate words (pros- ‘towards’, eu- ‘well’, pen- ‘five’, etc.) will be treated (in Chapter 3) as members of compounds rather than as prefixes.

AG had a much larger number of suffixes than prefixes. I will present these according to the lexical feature of the affix: first, noun-forming suffixes, then adjective-forming, verb-forming and adverb-forming suffixes. Smyth tentatively divides AG suffixes into primary (cf. Level 1 in English) and secondary (cf. Level 2 in English) suffixes; since the distinction is irrelevant to the issue at hand, I have collapsed the two classes in the data that follow. Smyth categorizes noun-forming suffixes semantically into agentives, abstract substantives, patronyms, etc. I will follow him here for the sake of exposition, but the point of the present section is not semantic: all that is of interest here is the lack of derivational affixes consisting

---

19 These forms are suppletive.
of less than a mora. Often the example Smyth provides does not exactly match the citation form of the suffix: e.g., the agentive suffix -tæs- occurs in the nominative singular form kri-tæs-‘judge’ as -tæs-. I will not discuss the many phonological and morphological rules that apply in these cases—it will be sufficient to show that in each case both forms consist of at least a mora. In a few cases, one or the other of these forms consists of a single consonant—these cases will be discussed in detail to show that they do not constitute actual counter-examples to the claim that the minimal derivational affix in AG is moraic.

**Noun-forming suffixes.** Category names are all those of Smyth; I have supplied only one example for each affix, where Smyth lists a large number. Final -s is an inflectional (nominative singular) suffix.

### (41) Agentives
- **-su** graph-su ‘writer’
- **-teer** do-teer ‘giver’
- **-tæs** hik-tæs-os ‘of a suppliant’
- **-tæs-s** poët-tæs ‘poetess’
- **-tro** iiaa-trö ‘physician’

### (42) Names of actions and abstract substantives
- **-s-s** pois-s-s ‘poetry’
- **-sia** dokina-sia ‘examination’
- **-sia** doog-ma-s ‘pursuit’
- **-sia** man-fa-s ‘madness’
- **-sia** arkh-æs ‘leader’
- **-sia** aræt-thea ‘beginning’
- **-sia** aleethe-a ‘truth’
- **-sia** dikia-sia ‘justice’

### (43) Result of action
- **-es** gënu-os ‘race’ ([genes-os])
- **-mat** gram-ma ‘letter’ ([gram-mal])

### (44) Instrument or means of action
- **-tro** aro-trö-os ‘plough’
- **-teer-i** po-teer-i-os ‘cup’
- **-ro** pte-ro-os ‘wing’

### (45) The person concerned
- **-s** gram-mat-os ‘secretary’
- **-s** hère-iia ‘priestess’
- **-s** oik-i-tor-us ‘of a house-maid’
- **-s** lë-aïa ‘brother’

### (46) Gentiles or place names
- **-s** Platai-ei ‘Plataean’
- **-s** Atheta-s ‘Athenian’
- **-s** Sikel-s ‘Selinite’

### (47) Patronymics
- **-s** Thesi-s ‘son of Thesius’
- **-s** Jann-s ‘son of Jannus’
- **-s** Kron-s ‘son of the Kronos’
- **-s** Thesi-s ‘son of Thesius’
- **-s** Tantal-s ‘son of Tantalos’
- **-s** Akris-s ‘son of Akris’
- **-s** Akris-s ‘son of Akris’

### (48) Place
- **-s** Disous-i-os ‘temple of Dionysus’
- **-s** androm-s-s ‘apartment for men’
- **-s** orbës-s ‘dancing-place’

---

20 The two suffixes -ma- listed here differ in whether their nominative singular has a long (gnoö-mee) or a short (töö-ma) vowel.

21 As Smyth points out (1929:§832) -th- here is probably part of the root. The suffix is therefore properly -ro.

22 Properly two suffixes, agentive -teer and the normally adjectival -i ‘pertaining to’.

23 A poetic form that also appears with a short i as -los-, depending on the requirements of the meter (Smyth 1920:§445.3).
(49) Diminutives
-\(\text{id}\) paid-f\(\text{id}\)-\(\text{a}\) 'little child'
-\(\text{id-\text{io}}\) paid-dr-\(\text{id-\text{io}}\)-\(\text{a}\) 'little child'
-\(\text{id-\text{illo}}\) ep-dill-\(\text{id-\text{illo}}\)-\(\text{a}\) 'little epic'
-\(\text{id}\)-\(\text{ec}\) hax-\(\text{id}\)-\(\text{ed}\)-\(\text{a}\) 'wolf's whelp'
-\(\text{id-\text{kaa}}\) paid-\(\text{kaa}\)-\(\text{kaa}\) 'little girl'
-\(\text{id-\text{lla}}\) ham-\(\text{lla}\)-\(\text{lla}\) 'of a little wagon'

80 of the 81 noun-forming suffixes in (41) - (49) consist of at least one mora. Moreover, the one sub-syllabic affix that Smyth gives, the patronymic -\(\text{d}\) in Bored\(\text{de}\)-\(\text{de}\)'s daughter of Boredaes', is better analyzed as an underlying /\(\text{ad}\)/, making the generalization exceptionless. I turn now to the evidence for such an analysis.

Consider the full list of Patentymics containing a [d] that Smyth offers:

(50) Patentymics formed with [d] (Smyth 1920:§845.1-2)

<table>
<thead>
<tr>
<th>Stem</th>
<th>Form</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>daa</td>
<td>Bore-d-dea-s</td>
<td>Bore-d-a-s</td>
</tr>
<tr>
<td>ada</td>
<td>Thesi-adea-s</td>
<td>Thesi-ad-a-s</td>
</tr>
<tr>
<td>iaa</td>
<td>Tant-alea-s</td>
<td>Tant-ald-a-s</td>
</tr>
<tr>
<td>kaka</td>
<td>Kekrop-idde-s</td>
<td>Kekrop-ld-a-s</td>
</tr>
<tr>
<td>oka</td>
<td>Oinae-ide-s</td>
<td>Oinae-lld-a-s</td>
</tr>
<tr>
<td>kaka</td>
<td>Perse-ikde-s</td>
<td>Perse-id-lld-a-s</td>
</tr>
<tr>
<td>ikade</td>
<td>Phere-ekde-s</td>
<td>Phere-lkde-lld-a-s</td>
</tr>
<tr>
<td>ioke</td>
<td>Telamoo-ikdeo-s</td>
<td>Telamoo-ikde-lld-a-s</td>
</tr>
<tr>
<td>ioko</td>
<td>Adelph-ikdeo-s</td>
<td>Adelph-ikde-lld-a-s</td>
</tr>
<tr>
<td>ione</td>
<td>Akris-ion-oe</td>
<td>Akris-ion-lld-a-s</td>
</tr>
</tbody>
</table>

Smyth himself notes that "stems in \(\text{o}\) drop \(\text{v}\); stems in \(\text{eu} \text{(e\(\text{e}\))}\) drop \(\text{u}\); stems in \(\text{oi} \text{(o\(\text{u}\))}\) drop \(\text{i}\)" in forms like Thesi(\(\text{o}\))ede-s, Oina(\(\text{e}\))ede-s. Thus there is evidence for a rule that deletes a stem-final vowel before a vowel-initial suffix as in (51):

(51) Vowel-Deletion
\[
V \rightarrow \emptyset V + V
\]

Vowel-Deletion applies to stems like Thesi-o, Oineu- and adelphi- as in (52). I have separated morphological and phonological processes that take place in the lexicon from those that take place later.

(52) Sample derivations (all nominative singular)

**Derivation**

<table>
<thead>
<tr>
<th>Stem</th>
<th>Affixation</th>
<th>Vowel Deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesi-o</td>
<td>+ ad-o</td>
<td>[Thesi + o] + [ad-o]</td>
</tr>
<tr>
<td>Oineu-o</td>
<td>+ id-o</td>
<td>[Oineu + id-o] + [id-o]</td>
</tr>
<tr>
<td>Adelphi-o</td>
<td>+ e-o</td>
<td>[Adelphi + i-e-o]</td>
</tr>
</tbody>
</table>

Vowel-deletion also deletes the stem-final (long) vowel of Borea- before the suffix -ada, as shown in (37):

(53) Derivation

**Derivation**

<table>
<thead>
<tr>
<th>Stem</th>
<th>Affixation</th>
<th>Vowel Deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boreo-a</td>
<td>+ ada</td>
<td>[Boreo + ada]</td>
</tr>
<tr>
<td>Boreo-a</td>
<td>+ ada</td>
<td>[Boreo + ada]</td>
</tr>
</tbody>
</table>

Inflation

<table>
<thead>
<tr>
<th>Stem</th>
<th>Affixation</th>
<th>Accentuation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesiade-s</td>
<td>+ e-s</td>
<td>[Thesiade + e-s]</td>
</tr>
<tr>
<td>Oineide-s</td>
<td>+ e-s</td>
<td>[Oineide + e-s]</td>
</tr>
<tr>
<td>Adelphiide-s</td>
<td>+ e-s</td>
<td>[Adelphiide + e-s]</td>
</tr>
</tbody>
</table>

The \(\text{a}\) that appears in Bored\(\text{ea}\), then, may be interpreted as part of the suffix rather than as part of the stem, bringing it in line with the 80 noun-forming suffixes that consist of at least one mora. Note that both the suffix -ada and the Vowel Deletion rule are independently needed as the derivation of Thesi(o)-adae-s makes clear.

This brief discussion does not explain all of the data in (50), of course. Leeto-ikdeo-s 'son of Leetu' and Leetoo-ld-\(\text{a}\)-s 'the daughter of Leetu' should undergo Vowel-Deletion but do not—and the former inexplicably shortens its vowel (oo \(\rightarrow\) o). Oine-ikdeo-s 'son of Oineas' and Oine-ld-\(\text{a}\)-s 'the daughter of Oineas' also do not undergo Vowel-Deletion and the latter inexplicably lengthens its vowel (s \(\rightarrow\) ee). Also, Akris-ion-oe, from Akristio-, seems to require

---

24 A poetic form that also appears with a short i as -ion-, depending on the requirements of the meter (Smyth 1920:§845.5).
deletion of both the final vowels in the stem. A treatment of these cases follows.

*Lea tidees, Lea too dolos, Oine ledes and Oine idos may be explained on independent grounds: as Smyth points out (1929:§848), 'most genuine patronymics are poetical' and thus subject to well-formedness constraints imposed by meter. AG epic meter allows only dactylic (- u u) and spondaic (- u). Since no combination of these feet produces a single light syllable (- u) between two heavies (- u), words with such stranded short syllables (- u u) cannot be used. Now consider the forms one would predict if the Vowel-Deletion rule posited above were to apply everywhere:

(54) Derivations

<table>
<thead>
<tr>
<th>Derivation</th>
<th>Affixation</th>
<th>Vowel-Deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Leetoo + idee]</td>
<td>[Leetoo + id]</td>
<td>[Leetoo + id]</td>
</tr>
<tr>
<td>[Leetoo + idee]</td>
<td>[Leetoo + id]</td>
<td>[Leetoo + id]</td>
</tr>
</tbody>
</table>

Inference Affixation [Leetidee + s] [Leetid + os] Accentuation [Leetidees] [Leetidos]

*Leatidees (hypothetical) has a structure that is metrically ill-formed in a dactylic hexameter (- u u), whereas Leetidos (attested) forms a dactyl (- u u). If [Leetoo + idee + s] were not to undergo any rules, however, another metrically ill-formed structure would be produced:

*Leatooidees (- u u). The only way to make [Leetoo + idee + s] metrically acceptable is to shorten, rather than delete the stem-final vowel: [Leetoo + idee + s] (- u u). A similar case can be made for Oine ledes:

(55) Derivations

<table>
<thead>
<tr>
<th>Derivation</th>
<th>Affixation</th>
<th>Vowel-Deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Oineu + idee]</td>
<td>[Oineu + id]</td>
<td>[Oineu + id]</td>
</tr>
<tr>
<td>[Oineu + idee]</td>
<td>[Oineu + id]</td>
<td>[Oineu + id]</td>
</tr>
</tbody>
</table>

Inference Affixation [Oineidee + s] [Oineide + os] Accentuation [Oineidees] [Oineidos]

Oine ledes is metrically well-formed (- u u) since it contains a dactyl and a heavy syllable

that can be used as the beginning of the next foot, whereas *Oine idos (- u u) is ill-formed because of the three adjacent lights. Hence *Oineid os is ruled out on metrical grounds; the form is made metrically acceptable by lengthening the remaining semi-final vowel e to es, yielding a metrically acceptable *Oine idos (- u u). Similar lengthening can be observed in Per see i.dees (- u u) and Per see idos (- u u), from (short-e) Pers e-, avoiding *Per see idees (- u u) and *Per see idos (- u u) with their sequences of three lights.

(The suffix in *Akrisi omees (from Akrisi-o-), which Smyth treats as ions, is better analyzed as oonaa, the i belonging to the stem. Vowel Deletion deletes the final o of the stem, leaving [Akrisi + oonaa], which surfaces correctly as Akrisi omees.)

To conclude, all of the patronymic suffixes are at least monomoramic, making the generalization that noun-forming suffixes in AG consist of at least a mora exceptionless.

Adjective-forming suffixes. Smyth lists twenty-seven adjective-forming suffixes, all of them minimally monomoramic; these are given below for completeness but require no discussion.

(56) Adjective-forming suffixes (Smyth 1920:§858)

-a yo lek-ó-s 'bright'
-es sas 'sad' 'sad'
-eo than-e-s 'bold'
-i mo dók-imo-s 'approved'
-no dei-no-s 'cautious'
-o heed-o-s 'sweet'
-iaa tim-ia-s 'worthy-masc'
-co khrud-co-s 'golden'

25 When two suffixes are given, the first is masculine, the second feminine.

26 The adjective pez 'all' seems to have a suffix -nt- (cf. pa-nt-o 'all-gen'). The -nt- in this case is probably best treated as part of the root (pa is not itself a root). Other adjectives all seem to have -en-: ster-ó-nt-o 'winged-gen', phoonot-nt-o 'voiced-gen', daikru-o-nt-o 'tender'

(Smyth 1920:§299.)
Verb-forming suffixes. AG verb-stems are formed in one of three ways: (1) directly from verbal roots, (2) directly from nominal stems, and (3) by affixing verb-forming suffixes to nominal stems.

Verb-stems formed directly from verbal roots involve no (derivational) affixation and thus do not bear on the minimal size of affixes in AG. Examples are given below—note that all affixes here are inflectional and thus not subject to the minimal affix requirement ex hypothesi.

(57) Verb-stems consisting only of verbal roots
blep-s-oo 'I will see'
see-Fut-1sg
pdu-e 'stop!'
stop-2sg Imperative
të-bum-s-as 'you looened'
Past-Loosen-Aorist-2sg

Verb-stems formed directly from nominal stems also involve no derivational suffixes. Examples are given below:

(58) Denominal verbs

<table>
<thead>
<tr>
<th>Verb</th>
<th>Nominal stem</th>
<th>Noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>oike-oo 'dwell'</td>
<td>oiko/oike-</td>
<td>oiko-s 'house'</td>
</tr>
<tr>
<td>doulo-oo 'I enslave'</td>
<td>doulo-</td>
<td>doulo-s 'slave'</td>
</tr>
<tr>
<td>basileoo-oo 'I am king'</td>
<td>basileu-</td>
<td>basileu-s 'king'</td>
</tr>
<tr>
<td>dakriu-oo 'I weep'</td>
<td>dakru-</td>
<td>dakru-s 'ear'</td>
</tr>
<tr>
<td>tilti-oo 'I honor'</td>
<td>tilma-</td>
<td>tilme-s 'honor'</td>
</tr>
</tbody>
</table>

AG does have some denominal verb-forming suffixes and they are all at least monomoraic. Most if not all seem to have been formed by analogy with pre-existing forms like those directly above. From stems ending in -e (e.g., oike- 'house') comes a verb-forming suffix -e: from stems ending in -o (e.g., doulo- 'slave') comes a verb-forming suffix -o; and so on. These verb-forming suffixes are best seen on consonant-final roots and vowel-final roots that have a different final vowel in their nominal stem than they have in their verbal stem:

(59) Verbal suffixes and consonant-final roots

<table>
<thead>
<tr>
<th>Suffix</th>
<th>Example</th>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>-e-</td>
<td>martur-ô-oo 'I bear witness'</td>
<td>martur-</td>
</tr>
<tr>
<td>-o-</td>
<td>mastfig-ô-oo 'I whap'</td>
<td>mastfig-</td>
</tr>
<tr>
<td>-eu-</td>
<td>paid-ô-oo 'I educate'</td>
<td>paid-</td>
</tr>
</tbody>
</table>

(60) Verbal suffixes and vowel-final roots

<table>
<thead>
<tr>
<th>Suffix</th>
<th>Example</th>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ô-</td>
<td>xzeemî-ô-oo 'I punish'</td>
<td>xzeemî-</td>
</tr>
<tr>
<td>-eu-</td>
<td>bouul-ô-oo 'I counsel'</td>
<td>bouul-</td>
</tr>
</tbody>
</table>

Similarly, verb-stems ending in -azd- (e.g., harpzd-oo 'I seize') and -idz- (elpidz-oo 'I hope') gave rise to the suffixes -azd- and -idz-.

(61) Denominal -azd- and -idz-

<table>
<thead>
<tr>
<th>Nominal</th>
<th>Noun</th>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>agor-azd-oo 'I buy'</td>
<td>agor-</td>
<td>agor-s 'market'</td>
</tr>
<tr>
<td>anatka-azd-oo 'I compel'</td>
<td>anatka-</td>
<td>anatka-s 'necessity'</td>
</tr>
<tr>
<td>stim-azd-oo 'I dishonor'</td>
<td>stim-</td>
<td>stim-s 'honor'</td>
</tr>
<tr>
<td>hybr-azd-oo 'I am angry'</td>
<td>hybr-</td>
<td>hybr-s 'anger'</td>
</tr>
<tr>
<td>nom-idz-oo 'I consider'</td>
<td>nom-</td>
<td>nom-s 'custom, law'</td>
</tr>
</tbody>
</table>

27 Such stems were themselves derived originally from stems ending in -d- or -g: elpidzoo < elpid-ido, arpzdoo < arpd-oo (Smyth 1920:§666.6).
28 Buck (1933:§360.2) points out that -azdoo is more common from an-stems and ceuret-n-stems, -azdoo from other stems. This suggests that the suffix might properly be -azd- and that the -a or -e is a property of the stem. Several observations argue against this: first, stems ending in -az show up as -azdo not *-azdoo. Second, consonant-final stems take -idzoo not -idzoo. Third, stems ending in final vowels other than a generally take -idzoo (nomo- gives nomzidzoo not *nomezdoo); as Smyth points out, 'verbs in -ezdoo, -ozdoo, and -zidoo are rare' (1920:§666.6b).
telih-ndo-o  'fortify'< telikho-s 'wall'
heleen-ndo-o  'speak Greek'< heleen 'Greek'

Note that the final vowel (long or short) of the stem is deleted when -ndo- and -do- are added; this is the same Vowel Deletion rule that applies in patronyms (q.v.).

Note on 'Root Determinatives'. 'Root determinatives' constitute a coherent class of prima facie counterexamples to the claim that AG derivational affixes must consist of at least a syllable. Smyth (1920:§832) defines root-determinative as follows: 'A consonant standing between root and suffix (or ending), and not modifying the meaning of the root, is called a root-determinative.' Examples include:

(62) Root-Determinatives in AG
-ndo-
bd-ndo- 'pedestal'< bs- 'go'
ër-ndo-o 'eat'< ed- 'eat'
plec-ndo-o 'am full'< plec- 'full'
plec-ndo-o 'crowd'
plec-ndo-o 'society'
sta-ndo-o-a 'day's journey'< sta- 'stay, stand'
sta-ndo-o-a 'rule'
-au-
smo-ndo-o 'I wipe'< sma- 'wipe'

If root-determinatives are derivational suffixes, the generalization that derivational suffixes are minimally monomoraic cannot hold.

A number of considerations, however, suggest that root-determinatives are best treated as part of the root (as the name suggests). First, root-determinatives always occur immediately after the root—no other affixes occur between root and root-determinative. Second, the appearance of root-determinatives is idiosyncratic to roots rather than to grammatical category. Third, root-determinatives add no meaning to a root. Fourth, they never change the lexical category (N, A, V, Adv) of a root. Fifth, they are not reconstructible as affixes for other Indo-

European languages (Smyth 1920:§832). All of these properties are predicted if root-determinatives are parts of the roots.

A related case involves the apparent insertion of -s- and -a-. Examples are given below:

(63) -s-
sh-bi-s-mo-s 'cleaving'< sh-bi-s 'cleave'
sap-s-ma 'spasm'< sap- 'read'
sheu-s-ma 'command'< sheu-s 'command'
maa-s-ma 'stain'< maa- 'stain'
spa-s-mo-s 'spasm'< spa- 'read'
shau-s-mo-s 'command'< shau- 'command'
di-s-mo-s 'setting'< di- 'set'
sheu-s-tees 'signal-man'< sheu-s 'command'
okb-heo-s-tees 'dance'< okb-heo-s 'dance'
dun-s-tees 'lord'< dun- 'power'
dr-s-tees 'pain'< dr-a- 'the'
okb-heo-s-traa 'dancing-place'< okb-heo-s 'dance'
pree-s-mo-s 'fullness'< pree- 'full'

Whereas root-determinatives are best treated as part of the root, -s- and -a- are best treated as part of the suffix. Similar considerations apply to -s- and -a- as apply to root determinatives: they co-occur with certain suffixes rather than with lexical categories suggesting that they are parts of those suffixes rather than suffixes themselves that select for N, A or V. They add no meaning to either the root or the suffix. They do not change the lexical category (N, A, V) of the root or affect the lexical category of the suffixed word. They are not reconstructable as affixes for other Indo-European languages.

29 Cf. also the putative suffix -gg- in phalank 'phalanx' (< phalagg-s), salpink 'trumpet' (< salppig-s), larnet-s 'larynx' (< larygg-s) (Smyth 1920:§864.11). Smyth claims -gg- denotes 'something hollow', but this seems to be a case of sound-symbolism at most (phalank-s is from phalangio-s 'spiky'). In any case, stripping off -gg- as a suffix leaves no attested roots in these cases: *phal-, *salp-, *lary-.
This parasitic letter [-s-] spread from the perfect middle, where it is properly in place only in stems in i, d, s, or s....This s appears before many suffixes, and usually where the perfect middle has acquired it...In a few words t is inserted before the suffixes ma, ma, mee, meen...Its eret-bal-I 'out' the t may be part of the verb stem...and have spread thence to the other words (Smyth 1920:§836-7).

There is thus no reason to assume that the s and t that occur above are separate morphemes; thus they constitute no counterexamples to the claim that all affixes in the Lexicon are minimally bimoraic.

A similar case can be made for a few suffixes with -d: in auti-d-and-s 'a nobody', rhig-e-d-and-s 'chilling', allo-d-upo-s 'foreign', etc. -d- is best analyzed as part of the following suffix (Smyth 1920:§863b.1). -d- occurs only in conjunction with other suffixes (-dano-, -dapo-, -dawo-, -doa-, -doo-, -door, and -doona-); it adds no meaning to words in which it occurs and does not change the lexical category of roots or stems it is attached to; and is not reconstructible for other IE languages.31

This completes the discussion of derivational affixes in Ancient Greek. The 130 or so derivational affixes include those that consist of less than a mora. This provides strong support for the minimal suffix requirement in AG.

**Ancient Greek Inflectional Affixes < μ.** In sharp contrast to derivational affixes, a good number of inflectional affixes in AG consist of a single consonant. As in English single-

---

30 For the putative occurrence of -d- in patronymics (Smyth 1920:§845.1) see discussion above under that heading.

31 Buck (1933) mentions -t- suffixes (§475), -d- suffixes (§491-2), -k- suffixes (§501) for AG. In each case the latter occur either as part of a larger (syllable sized) suffix (-t-, -d-) or are analyzed as part of the root (-k-). Suffixes with -nt- (§477) are derived from the inflectional -nt- of the active participle—cf. English adjectival passives, discussed above.

coonstant affixes in AG include the dentals s, d, and n. The inflectional affixes in AG may be divided into adverbial, nominal, adjectival, verbal and comparative/superlative affixes.

**Adverb-forming suffixes.** AG has a number of suffixes that mark denominational adverbs.

Smyth lists the following:

(64) Adverb-forming suffixes (Smyth 1920:§341 ff)

<table>
<thead>
<tr>
<th>Place</th>
<th></th>
<th>Manner</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-i</td>
<td>ofko-i 'at home'</td>
<td>-then</td>
<td>ofko-then 'from home'</td>
</tr>
<tr>
<td>-de</td>
<td>ofko-de 'homeward'</td>
<td>-thi</td>
<td>allo-thi 'elsewhere'</td>
</tr>
<tr>
<td>-se</td>
<td>allo-se 'chewbaiter'</td>
<td>-si</td>
<td>Atheene-se 'at Athens'</td>
</tr>
<tr>
<td>-deo</td>
<td>Atheene-se 'at Athens'</td>
<td>-du</td>
<td>hom-du 'at the same place'</td>
</tr>
<tr>
<td>-os</td>
<td>kak-so 'badly'</td>
<td>-a</td>
<td>takh-a 'quickly'</td>
</tr>
<tr>
<td>-skis</td>
<td>poll-skis 'very often'</td>
<td>-deen</td>
<td>sulleb-deen 'in short'</td>
</tr>
<tr>
<td>-dun</td>
<td>skhe-don 'almost'</td>
<td>-ei</td>
<td>pandeem-et 'in full levy'</td>
</tr>
<tr>
<td>-te</td>
<td>hó-té 'when'</td>
<td>-ti</td>
<td>ethelon-ti 'willingly'</td>
</tr>
<tr>
<td>-stl</td>
<td>hellemi-stl 'in Greek fashion'</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In what sense are these adverb-forming suffixes inflectional? Although they do not form parts of larger paradigms, they do close-off the stem to derivational morphology: none of the words above undergoes derivational affixation. More importantly,

adverbs, like prepositions and conjunctions, were originally case forms, made from the stems of nouns and pronouns... It is sometimes uncertain whether we should speak of adverbs or of nouns with local endings (Smyth 1920:§341)

The local endings are all inflectional. The adverbs in (64) are thus frozen forms of inflected words.

**Nominal inflection.** Case-endings for vowel-final noun stems are given in (65), those for consonant-final noun stems in (66). Representative examples for masculine, feminine and neuter nouns are given for each.

(65) Case-endings of vowel-final noun stems

<table>
<thead>
<tr>
<th>Masc and Fem Neuter</th>
<th>Masc</th>
<th>Fem</th>
<th>Neut</th>
</tr>
</thead>
<tbody>
<tr>
<td>rod</td>
<td>mina</td>
<td>gift</td>
<td></td>
</tr>
</tbody>
</table>
of these is underlyingly moraic (e.g., has a vowel underlyingly).

**Adjectival inflection.** Case-endings for adjectives are essentially those of nouns. Most vowel-final adjectives take case endings like those in (66): ἀγάθος 'good-masc' is declined like ἡδός 'rosé'; ἀγαθή 'good-fem' like μάδα 'mina'. ἀγαθόν 'good-neut' like δόρον 'gift'. Thus a number of adjectival inflectional affixes consist of less than a mora but these are identical to those given above.

**Verbal inflection.** AG verbal inflection is extensive and I will not review it all here. For the present, I merely want to establish that it makes use of a number of non-moraic affixes. As with nominal and adjectival affixes, AG non-moraic affixes are always dentals (s, n, t). AG verbal inflection consists of tense-aspect prefixes and a large number of suffixes. The prefixes are both moraic and I will not discuss them here. Suffixes that consist of a single consonant include two tense markers (future -s- and aorist -s-), an aspect marker (perfect -k-) and a voice marker (passive -A-). Each of these is non-moraic, as the following discussion will show.

The future is formed by inserting -s- after the root, as a comparison of the present active indicative and future active indicative shows (67):

<table>
<thead>
<tr>
<th>(67) Future -s-</th>
<th>Present</th>
<th>Future</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Singular</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>ὅθω-ος 'I loosen'</td>
<td>ὅθω-s-ος 'I shall loosen'</td>
</tr>
<tr>
<td>2</td>
<td>ὅθω-ες</td>
<td>ὅθω-s-ες</td>
</tr>
<tr>
<td>3</td>
<td>ὅθω-έι</td>
<td>ὅθω-s-έι</td>
</tr>
<tr>
<td><strong>Dual</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>ὅθω-έτον</td>
<td>ὅθω-s-έτον</td>
</tr>
<tr>
<td>3</td>
<td>ὅθω-έτον</td>
<td>ὅθω-s-έτον</td>
</tr>
<tr>
<td><strong>Plural</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>ὅθω-ομέν</td>
<td>ὅθω-s-ομέν</td>
</tr>
<tr>
<td>2</td>
<td>ὅθω-έτο</td>
<td>ὅθω-s-έτο</td>
</tr>
<tr>
<td>3</td>
<td>ὅθω-ευσ</td>
<td>ὅθω-s-ευσ</td>
</tr>
</tbody>
</table>

### Non-moraic affixes are used to mark nominative (-s,-n), genitive (-s), accusative (-n) and vocative (-n) singualrs as well as accusative plurals (-ns). There is nothing to suggest that any

32 The stem vowel o varies with e, which appears in the vocative sing (Smyth 1920:§229b).
33 For ἡδό-ος. n deletes before s with compensatory lengthening of the preceding vowel.
34 or like the nominative form.
Comparison of the aorist active indicative and perfect active indicative reveals the non-moraic affixes -s- and -k-:

(68) Aorist -s- and Perfect -k-

<table>
<thead>
<tr>
<th></th>
<th>Aorist</th>
<th>Perfect</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>e-luu-s-a 'I looseed'</td>
<td>le-lu-k-a 'I have looseed'</td>
</tr>
<tr>
<td>2</td>
<td>e-luu-s-as</td>
<td>le-lu-k-as</td>
</tr>
<tr>
<td>3</td>
<td>e-luu-s-e</td>
<td>le-lu-k-e</td>
</tr>
<tr>
<td>2</td>
<td>e-luu-s-aton</td>
<td>le-lu-k-aton</td>
</tr>
<tr>
<td>3</td>
<td>e-luu-s-ateen</td>
<td>le-lu-k-ateen</td>
</tr>
<tr>
<td>1</td>
<td>e-luu-s-amem</td>
<td>le-lu-k-amem</td>
</tr>
<tr>
<td>2</td>
<td>e-luu-s-amci</td>
<td>le-lu-k-amci</td>
</tr>
<tr>
<td>3</td>
<td>e-luu-s-am</td>
<td>le-lu-k-am</td>
</tr>
</tbody>
</table>

The marker -<sup>k</sup>- is added to the root to form passives. This is evident in comparing, e.g., the present active subjunctive with the aorist passive subjunctive:

(69) Passive -<sup>k</sup>-A

<table>
<thead>
<tr>
<th></th>
<th>Active</th>
<th>Passive</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>inu-o</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-o</td>
</tr>
<tr>
<td>2</td>
<td>inu-ees</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-ees</td>
</tr>
<tr>
<td>3</td>
<td>inu-ee</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-ee</td>
</tr>
<tr>
<td>2</td>
<td>inu-eton</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-eton</td>
</tr>
<tr>
<td>3</td>
<td>inu-eton</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-eton</td>
</tr>
<tr>
<td>1</td>
<td>inu-oemen</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-oemen</td>
</tr>
<tr>
<td>2</td>
<td>inu-eete</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-eete</td>
</tr>
<tr>
<td>3</td>
<td>inu-oei</td>
<td>luu-&lt;sup&gt;k&lt;/sup&gt;-oei</td>
</tr>
</tbody>
</table>

The other source of non-moraic verbal inflection is the large number of fused person-number suffixes. Consider the following paradigms for active and meddle/passive voices.

(70) Subject agreement: Active

<table>
<thead>
<tr>
<th></th>
<th>Present, Perfect, Future</th>
<th>Imperfect, Pluperfect, Aorist, Optative</th>
<th>Imperative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singular</td>
<td>1 -mi</td>
<td>-n</td>
<td>-s</td>
</tr>
<tr>
<td></td>
<td>2 -s, -pa</td>
<td>-s</td>
<td>-s, -&lt;sup&gt;k&lt;/sup&gt;s</td>
</tr>
<tr>
<td></td>
<td>3 -si</td>
<td>-&lt;sup&gt;k&lt;/sup&gt;o</td>
<td>-&lt;sup&gt;k&lt;/sup&gt;o</td>
</tr>
</tbody>
</table>

| Dual | 2 -ton | -ton | -ton |
| 3 -ton | -ton | -ton |
| Plural | 1 -men | -men | -men |
| 2 -te | -te | -te |
| 3 -nisi | -n, -san | -nston |

Non-moraic suffixes include -n in the 1st singular and 3rd plural, and -s across the board in the 2nd singular. Middle and passive subject agreement is given in (71).

(71) Subject agreement: Middle/Passive

<table>
<thead>
<tr>
<th></th>
<th>Present, Perfect, Future</th>
<th>Imperfect, Pluperfect, Aorist, Optative</th>
<th>Imperative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sing.</td>
<td>1 -mai</td>
<td>-meen</td>
<td>-so</td>
</tr>
<tr>
<td></td>
<td>2 -sai</td>
<td>-so</td>
<td>-sboon</td>
</tr>
<tr>
<td></td>
<td>3 -tai</td>
<td>-to</td>
<td>-sboon</td>
</tr>
<tr>
<td>Dual</td>
<td>2 -t&lt;sup&gt;e&lt;/sup&gt;on</td>
<td>-t&lt;sup&gt;e&lt;/sup&gt;on</td>
<td>-t&lt;sup&gt;e&lt;/sup&gt;on</td>
</tr>
<tr>
<td></td>
<td>3 -t&lt;sup&gt;e&lt;/sup&gt;on</td>
<td>-t&lt;sup&gt;e&lt;/sup&gt;on</td>
<td>-t&lt;sup&gt;e&lt;/sup&gt;on</td>
</tr>
<tr>
<td>Plural</td>
<td>1 -meta</td>
<td>-meta</td>
<td>-meta</td>
</tr>
<tr>
<td></td>
<td>2 -t&lt;sup&gt;e&lt;/sup&gt;e</td>
<td>-t&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-t&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>3 -ntal</td>
<td>-ntal</td>
<td>-ntal</td>
</tr>
</tbody>
</table>

There are no non-moraic affixes here, though remnants of non-moraic person marking can be seen in the repetition of m (1st person), s (2nd person) and r (3rd person).

AG inflectional affixes are not subject to the minimal affix requirement of the language. Whereas non-moraic derivational affixes in these languages are non-existent, inflectional affixes that consist of a single dental consonant are commonplace. The fact that inflectional affixes, function words and the roots of function words in AG are not subject to the minimal prosodic constraints placed on derivational affixes, content words and the roots of content words is easily modeled with the 2 Lexicon Hypothesis: minimal prosodic requirements are met by elements of the Lexicon but need not be met by those of the Phrasicon.

2.3 Latin

Latin provides another case in which content words and derivational affixes are subject to
minimal prosodic requirements to which function words and inflectional affixes are not subject. As with English and AG, Latin content words must consist of at least a heavy syllable, though function words do not conform to this requirement; derivational affixes consist minimally of a light syllable while inflectional affixes do not conform to this requirement.

The Minimal Word in Latin. Like English and AG, Latin allows no content words that consist of a single light syllable. Again, this holds not only of lexical words but of lexical roots; since words are formed from roots, the minimal word requirement in Latin clearly follows from the minimal root requirement.

As with English and AG, a binominal foot can be shown independently to be the foot used in stress (Allen 1973; see also Hayes 1981). Thus, the minimum word = the minimum foot in Latin. It appears that word-final obstructions were extrametrical for the purpose of satisfying thus binominal minimum; consequently, content words consist minimally of either CVV or of CVR where R is a sonorant.

Latin had no monominal content words. Examples of binominal nominals are given below:

(72) Latin minimal nouns (nominative singular)

CVV
via ‘force abl’
trec ‘thing abl’
dii ‘god’

CVCC(C)
amic(s) ‘friend’
trab(s) ‘beard’
ar(s) ‘art’

CVR
vir ‘man’
con ‘heart’
rem ‘thing(ace sg)’

Obstruent-final CVC nouns are extremely rare and will be discussed below. In general,

“nouns and adjectives of one syllable are long” (Allen & Greenough 1903§604):

(73) Monosyllabic content words are heavy

cos ‘mouth’
boos ‘cow’
vaas ‘vessel’
viis ‘strength’
sool ‘sun’
weer ‘spring’

The lack of CVC nouns and adjectives in Latin can be attributed to final consonant extrametricality. In AG, however, any final consonant is extrametrical whereas in Latin, only final obstructions are extrametrical. There is little additional evidence for the extrametricality of final obstructions in Latin: final syllables, regardless of weight, are extrametrical for Latin stress rules (Hayes 1981) and thus the issue of final consonant extrametricality does not arise here. Still, final obstruction extrametricality allows us to explain the absence of Latin obstruent-final CVC nouns and adjectives rather than stipulate it.

Latin adjectives are also minimally binominal. Indeed, most adjectives exceed this minimum due to stem-final theme vowels, derivational affixes or moraic inflection. The adjectives in (74) are among the only monosyllabic adjectives in the language.

(74) Latin minimal adjectives (neuter singular unless otherwise noted)

CVV(C) adjectival roots
plan(s) ‘more’
dii(s) ‘rich’
paar ‘equal’

Note that paar is only near-minimal since the final consonant is moraic. Minimal CVC and CVV adjectival roots occur quite frequently in Latin, as will be seen below.

Minimal word sized verbs are given in (75):

(75) Latin minimal verbs

CVV
stoo ‘I stand’
staa ‘stand’
noon ‘I swim’

CVR
for ‘I say’

(for may well be better classified as a function word; truly minimal verbs are difficult to find in Latin since most inflected forms have additional moras.) Again, the lack of CV and CVC
(content) provides evidence for a bimoronic minimal word requirement if final consonants are
taken to be extrametrical.

There is one set of obstruent-final CVC nouns that appear problematic for the bimoronic
minimal word proposal. If final obstruents are indeed extrametrical, as I have argued, such
words appear to violate the minimal word requirement of Latin.

Obstruent-final CVC nouns in Latin. Allen & Greenough (1903§604) list a small number
of words as exceptions to their observation that monosyllabic nouns and adjectives are heavy.
These are given in (76) and (77) – I have added as 'unit' as well.

(76) Apparent CVC nouns in Latin
a. cor 'heart'      b. as 'unit'
   fel 'gall bladder'   lac 'milk'
   mel 'honey'        os 'bone'
   vir 'man'        vas 'bail'
   ter 'thrice'
   rem 'thing (acc)'
   vin 'strength (acc)'

(77) tot 'as many'
   quot 'as'

The words in (77) are closed-class correlative adverbs and will be treated here as function
words. The four words in (76a) all end in sonorants. These words are bimoronic and do not
violate the minimal word requirement. The words in column (76b) all end in obstruents.
Comparison of their genitive forms reveals, however, that each of these words ends in a
consonant cluster underlyingly:

(78) CVC – CVCC stem alternations
   as 'unit'    lac 'milk'    os 'bone'
   ass- is 'unit' (gen) last- is 'milk' (gen) oss- is 'bone' (gen)

The underlying nominative forms are thus /lacl/, /loss/ and /jad-s/; the rules of final cluster
simplification that create the surface CVC forms are well attested elsewhere in Latin. If we
assume that these rules apply late enough in the derivation, i.e., after minimal word
requirements need to be met, none of these words poses a serious problem for a bimoronic
minimal word in Latin. Like the AG neuter participles *nem-, then-, etc. discussed earlier, these
words would be bimoronic for enough of the derivation to satisfy minimal word requirements.
(Note that the nominative forms for cor, fel and mel also end in clusters underlyingly: cf.
genitives cord-is, fell-is, melt-is.) Derivations for lac, os and as are given below:

(79) Final cluster simplification and minimal word requirements
   UR as lac os
   Min Word Requirement ✓ ✓ ✓
   Degemination as os
   Cluster Simplification lac

This analysis hinges crucially on the late application of Degemination and Cluster
Simplification, since they are claimed here to apply after the Minimal Word requirement must
be satisfied. If the Minimal Word requirement is a constraint on the output of the Lexicon, the
final consonants in these words should survive at least until the first stage of lexical insertion
(Lexins). In fact, there is some evidence that such final consonant clusters survive even later.

Evidence that word-final geminates were simplified late in the derivation of a sentence
comes from the behavior of word-final geminates in Roman comedy. Buck notes that in
Plautus, "as [you are] regularly, and sometimes ter [thrice] and the last syllable of miles
[soldier], have the value of long syllables, which means the survival of ess, milites, terr,
before vowels" (1933§212.6a). That is, at least some word-final geminates survive (in regular
speech) up to the sentence level, even though they are simplified in spelling. Thus ess "bone"
and ass "unit", at least, may have been bimoronic quite late in the phonology of Latin.

Similar evidence exists for a bimoronic form of lac. Latin 'milk' seems to have had three
nominative forms: lac, lact, and lacte. lac is 'standard' Latin; but lact and lacte occur as well.
Plautus, for instance, has nominative lacte as early as the beginning of the second century
BCE. As Emouit and Meillet point out,
La variation entre lac et lacte a dû dépendre à l'origine de l'initiale du mot suivant...: lac devant consonne, lacte devant voyelle; lac semble être une construction de grammairiens [and thus is to be discounted for our purposes--C.G.]. À l'époque classique, la première forme paraît plus littéraire; c'est la seconde qui est représentée dans les langues romanes. (1959:335)

The literary form lac fails to meet the binomoric minimum but this is of little concern; the actual form in the spoken language seems to have been lacte and thus to have met the binomoric minimum.

This leaves anomalous var. At present, var must be treated as exceptional, since I am aware of no evidence that such underlying clusters were retained. Indeed, similar forms such as /ped-st/ 'foot' lengthen their vowel after T/D deletion to yield forms like pees (see below for a fuller discussion). What could account for the exceptionality of var 'ball'? I believe the answer lies in the existence of another word was 'vessel'. Lengthening of var 'ball' to varas would render the words for 'ball' and 'vessel' homophonous. Avoidance of this homophony seems to be what licenses monomoronic var in the Lexicon. (A similar problem with oor 'bone' and oors 'mouth' would be avoided by the retention of the underlying geminate in 'bone': oor 'bone' contrasts fully with oors 'mouth'.)

None of the words in (76) or (77), then, seriously violate the binomoric minimal word requirement in Latin. This is equally true of lexical roots.

**Lexical Roots.** The binomoric minimum in Latin extends to roots as well as to derived words. As with AG, final consonants in roots are not extrametrical (only word-final consonants are extrametrical), so a binomoric minimum translates into CVC or CVV for monosyllables. CVC nominal and verbal roots are especially common. Adjectival roots are comparatively rare since most adjectives are formed from nominal roots--I have therefore included near-minimal CVVC roots in (81).

(80) Latin nominal roots

<table>
<thead>
<tr>
<th>CVC</th>
<th></th>
<th>CVC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>vad-</td>
<td>&quot;ball&quot;</td>
<td>fac-</td>
<td>&quot;torch&quot;</td>
</tr>
<tr>
<td>CVV</td>
<td></td>
<td>CVV</td>
<td></td>
</tr>
<tr>
<td>lee-</td>
<td>&quot;thing&quot;</td>
<td>sse-</td>
<td>&quot;sow&quot;</td>
</tr>
</tbody>
</table>

(81) Latin adjectival roots

<table>
<thead>
<tr>
<th>CVC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>bon-</td>
<td>&quot;good&quot;</td>
</tr>
<tr>
<td>mal-</td>
<td>&quot;bad&quot;</td>
</tr>
<tr>
<td>nig-</td>
<td>&quot;black&quot;</td>
</tr>
<tr>
<td>CVV</td>
<td></td>
</tr>
<tr>
<td>paar-</td>
<td>&quot;equal&quot;</td>
</tr>
<tr>
<td>plus-</td>
<td>&quot;more&quot;</td>
</tr>
<tr>
<td>pee-</td>
<td>&quot;bad&quot;</td>
</tr>
</tbody>
</table>

(82) Latin verbal roots

<table>
<thead>
<tr>
<th>CVC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>voc-</td>
<td>&quot;call&quot;</td>
</tr>
<tr>
<td>cap-</td>
<td>&quot;take&quot;</td>
</tr>
<tr>
<td>lav-</td>
<td>&quot;wash&quot;</td>
</tr>
<tr>
<td>CVV</td>
<td></td>
</tr>
<tr>
<td>flas-</td>
<td>&quot;blow&quot;</td>
</tr>
<tr>
<td>maas-</td>
<td>&quot;swim&quot;</td>
</tr>
<tr>
<td>cree-</td>
<td>&quot;believe&quot;</td>
</tr>
</tbody>
</table>

(Again, I have not included roots of derived adverbs since these are derived from nominal or verbal roots.)

I am aware of only two lexical roots that are monomoronic: lu- 'loosen' and flu- 'flow'. The first, according to Ernout and Meillet, "bien qu'ascend et classique, est d'un emploi rare et a été remplacé par son composé solv-oo, qui indique le procès parvenu à son terme" (1959:370). Note that solv- is straightforwardly binomoric. Similarly, "cool-oo a été substitué à flu-oo dans les langues romanes, ou il est partout attesté" (p. 134). In both cases, the common form of the word is binomoric; only the more literary form is monomoronic.

**Bimoronic Lengthening.** Like AG, Latin has a lengthening rule that preserves binomoricity in derived words. Recalling the discussion above of AG pōs 'foot', consider the Latin singular paradigm below:
(83) nom pod- 'foot' mus- 'male'
    acc pod-em mar-em
    gen pod-is mar-is
    dat pod-ii mar-ii
    abl pod-e mar-e

The oblique cases of both words reveal roots with short vowels: pod- and mus-. Consider pod- first: Latin dentals delete before s, so that the underlying nominative singular form pod-s yields an intermediate form pe-(s); this form is monomoraic, however, and is therefore lengthened to pees. Similarly with mus-: the nominative singular is unmarked here, causing root-final [s] to be extrametrical. Consequently, the word is monomoraic and is therefore lengthened to maas. (The oblique cases with root-final r come from a rule that rhotacizes intervocalic s.) Derivations are given below.

(84) Derivation of nominative singular pees 'foot', maas 'male'

<table>
<thead>
<tr>
<th>Underlying Form</th>
<th>pod-s</th>
<th>mas</th>
</tr>
</thead>
<tbody>
<tr>
<td>T/D Deletion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lengthening</td>
<td>pees</td>
<td>maas</td>
</tr>
</tbody>
</table>

Similar cases can be seen in other monosyllabic forms: laut 'household god', paar 'equal', saal 'salt' all derive from roots with short vowels (genitive laaris, pariis, salis). In general, of course, word-final sonorants are not extrametrical; consequently, the extrametricality of these sonorants must be taken as an idiosyncratic property of these roots: la(r), pa(r), sa(l). Once this step is taken, the otherwise anomalous lengthening of the vowel follows straightforwardly.

Letter names in Latin are less well-established than for AG. What seems beyond dispute is that the letter names for a, e, i, o, and u (which represent either short or long vowels in the orthography) were all bimoraic: [aː], [iː], [ii], [oo], [uu]. Vowel-final letter names for letters like b and d seem also to have been bimoraic, [bee] [dee] (but see 19xx). There is evidence that some letters had no names but were represented merely by a sound: eg. f was [ff]. These were clearly not names as such, but mimetic utterances; as such, they do not bear on the minimal word requirement.

Latin Function Words ≤ μu. Latin has a large number of monomoraic function words; as with AG, they occur in almost every non-lexical grammatical category. The words below are monomoraic in one of two ways. CV words such as qua 'what' have a single moraic vowel; obstructant-final CVC words like it 'goes' violate bimorality because of their extrametrical final consonants.

(85) Monomoraic function words

<table>
<thead>
<tr>
<th>Prepositions:</th>
<th>ab</th>
<th>'from'</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ad</td>
<td>'to'</td>
</tr>
<tr>
<td></td>
<td>cis</td>
<td>'this side'</td>
</tr>
<tr>
<td></td>
<td>ob</td>
<td>'on account of'</td>
</tr>
<tr>
<td></td>
<td>sub</td>
<td>'under'</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Demonstratives:</th>
<th>is</th>
<th>'this' (masc nom sg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>id</td>
<td>'this' (neut nom, acc sg)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interrogative pronouns:</th>
<th>quis</th>
<th>'who' (masc, fem nom sg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>quid</td>
<td>'what' (neut nom, acc sg)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indefinite pronouns:</th>
<th>qua</th>
<th>'what' (neut nom, acc pl)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Conjunctions</th>
<th>ac</th>
<th>'and'</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>at</td>
<td>'but'</td>
</tr>
<tr>
<td></td>
<td>et</td>
<td>'and'</td>
</tr>
<tr>
<td></td>
<td>sec</td>
<td>'and not'</td>
</tr>
<tr>
<td></td>
<td>-que</td>
<td>'and'</td>
</tr>
<tr>
<td></td>
<td>-quod</td>
<td>'because'</td>
</tr>
<tr>
<td></td>
<td>scd</td>
<td>'but'</td>
</tr>
<tr>
<td></td>
<td>ut</td>
<td>'so that'</td>
</tr>
<tr>
<td></td>
<td>-ve</td>
<td>'or'</td>
</tr>
<tr>
<td>Correlatives</td>
<td>tot...quot</td>
<td>'so many...as'</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Negatives</td>
<td>-ne</td>
<td>'not'</td>
</tr>
<tr>
<td>Closed-Class Verbs</td>
<td>es</td>
<td>'you are'</td>
</tr>
<tr>
<td></td>
<td>sit</td>
<td>'may s/he be'</td>
</tr>
<tr>
<td></td>
<td>es</td>
<td>'be!'</td>
</tr>
<tr>
<td></td>
<td>fit</td>
<td>'becomes'</td>
</tr>
<tr>
<td></td>
<td>it</td>
<td>'goes'</td>
</tr>
<tr>
<td></td>
<td>dat</td>
<td>'gives'</td>
</tr>
<tr>
<td></td>
<td>det</td>
<td>'s/he should give'</td>
</tr>
<tr>
<td></td>
<td>quis</td>
<td>'s/he cannot'</td>
</tr>
</tbody>
</table>

(Note that, except for *qua* 'what', all CV function words in Latin are enclitic: e.g., *-ne* 'not', *-ve* 'of'.)

One word that does not appear in (85) requires some discussion: *fac* 'make' (2nd sg imper) is also monomoraic, though it is not clear whether it should be treated as a function word. Evidence that is is a function word in Latin includes (1) its simple semantics, (2) its suppletive paradigm (passive is supplied by active forms of *fio* 'be made, become' and (3) the fact that it appears to violate the bimoraic minimum (though Plautus has both *fac* and *face*, suggesting that it may have been bimoraic in spoken Latin). I will not pursue this further here.

**Derived monomoraic function words.** As with AG, a number of Latin function words take inflectional suffixes. This occurs both with nominal (qui-s 'who') and verbal (i-t 's/he goes') function words.

**Non-lexical roots.** The roots of Latin function words also often fail to obey bimorality. As with AG, stripping off inflectional material from a number of function words reveals monomoraic roots. The copula, for instance, is built on three roots, one that obeys the bimoraic minimum (*ex-*) and two that don't (*su- and *fu-).
Latin had a large number of derivational suffixes that formed nouns, verbs, adjectives and adverbs. None of these is less than monomorphemic. Category names are all those of Allen & Greenough. I have included only what they term "significant endings", i.e., those which were used in Latin with more or less consciousness of their meaning; reliefs of PIE suffixes that are not synchronically recoverable in Latin have not been included below (though they too are monomorphemic—see Allen & Greenough §234)

Noun-forming suffixes. Latin nominalizing suffixes are given below. All of these consist of at least one mora.

(89) Agentives
\begin{itemize}
  \item -tor can-tor ‘singer’
  \item -et teg-et-is ‘cover’ (gen)
\end{itemize}

(90) Actions and abstract nouns (deverbal)
\begin{itemize}
  \item -or tim-or ‘fear’
  \item -us gen-us ‘birth’
  \item -loon voco-loon-is ‘calling’ (gen)
  \item -su scen-su-sa ‘feeling’
\end{itemize}

(91) Acts, means and results
\begin{itemize}
  \item -men ag-men ‘line of march’
  \item -mooni testi-mooni-um ‘testimony’
\end{itemize}

(92) Means or instrument
\begin{itemize}
  \item -bul paa-bul-um ‘fodder’
  \item -br canu-bul-um ‘candlestick’
  \item -tr(o) ansa-tr-um ‘plough’
\end{itemize}

(93) Abstracts (de-adjectival)

\begin{itemize}
  \item -i audaasi-i-a ‘boldness’
  \item -ti triisi-i-a ‘sadness’
  \item -tunt boni-taati-a ‘goodness’ (gen)
  \item -tundun maagani-tuddoo ‘greatness’
  \item -goom lumbaas-goomi-a ‘lambago’ (gen)
  \item -cini laatroo-cini-um ‘robbery’
\end{itemize}

The forms in (92) require some discussion. The -br and -cr suffixes in candeeiaabrum and sepulcrum are dissimilating forms of -bul and -cul, respectively (Buck 1933:330). Derivations appear in (94). Dissimilation is given in (95), U-syncope in (96).

(94) Derivations
\begin{itemize}
  \item UR candeeiaab-bul-um sepul-cul-um
  \item Dissimilation candeeiaab-bul-um sepul-cur-um
  \item U-syncope candeeiaab-br-um sepul-cr-um
  \item SR candeeiaabrum sepulcrum
\end{itemize}

(95) Dissimilation
\[ \text{1} \rightarrow \text{r/1} \ldots \]

(96) Syncope
\[ \text{Y} \rightarrow \text{r} / \text{C-rV} \] (where both vowels are stressless)

Syncope and Dissimilation are needed independently. (97) shows the application of Dissimilation on a derived adjective populaaris ‘popular’.

(97) Dissimilation
\begin{itemize}
  \item UR populaal-is
  \item Dissimilation populaaal-is
  \item SR populaaris
\end{itemize}

The application of Syncope on an inflected adjective (rub- ‘red’) and noun (maater- ‘mother’) is illustrated below.

(98) U-syncope
\begin{itemize}
  \item UR rub-er
  \item Rub-er-a
  \item Nom. nominative feminine master master-is
\end{itemize}
**Adjective-forming suffixes.** Below is a list of Latin adjectival suffixes.

(99) **Diminutives**
- *-ul* tiiv-ul-us ‘streamlet’
- *-el* gladi-el-us ‘small sword’
- *-ill* coodic-ill-ii ‘writing tablet’

- *-cal* suri-cal-a ‘little ear’
- *-ell* lib-ell-us ‘little book’
- *-cloo* homun-cloo-ia ‘dwarf’ (gen)

(100) **Other adjectival endings**
- *-os* form-oos-us ‘beautiful’
- *-e* aur-e-us ‘golden’
- *-lic* dones-lic-us ‘domestic’

- *-ace* ros-ace-us ‘of roses’
- *-ane* subterr-ane-us ‘subterranean’
- *-aan* mont-aan-us ‘of the mountains’
- *-e* salig-e-us ‘of willow’
- *-e* terr-ean-us ‘earthly’

- *-e* subterr-ane-us ‘subterranean’
- *-e* mont-aan-us ‘of the mountains’
- *-e* salig-e-us ‘of willow’
- *-e* terr-ean-us ‘earthly’

- *-i* later-i-us ‘of brick’
- *-i* patr-i-us ‘paternal’

- *-i* patr-i-us ‘paternal’
- *-i* ear-i-us ‘curate’

- *-a* iibafin-aat-us ‘lowest ranking’ (gen)
- *-i* am-i-us ‘friend’

- *-oo* nas-i-us ‘with a large nose’ (gen)
- *-o* proe-o-us ‘pure’
- *-e* peebe-ci-us ‘plebeian’

- *-e* feimin-e-us ‘feminine’
- *-i* pater-i-us ‘patrician’

- *-er* palaeus-ter ‘of the marshes’
- *-es* silv-eser ‘woody’
- *-i* silv-eser-eus ‘woody’

- *-tri* seeenis-tri-s ‘lasting six months’
- *-tri* silv-eser-eus ‘woody’

- *-sim* fiini-tim-us ‘neighboring’
- *-ari* ordin-ari-us ‘ordinary’

- *-oct* puca-sac-o ‘pugnacious’
- *-id* cup-id-us ‘eager’

- *-ul* bib-ul-us ‘thirsty’
- *-u* proter-w-us ‘violent’
- *-iwi* recid-iwi-us ‘restored’

- *-illi* frag-illi-s ‘fragile’
- *-bili* noo-bili-s ‘well-known’

- *-i* exim-i-us ‘choice’

A non-moral version of *-ic*, *-e*, occurs in *buubul-*us ‘out tender’. I assume it is a derived form of *-ic*, reduced to *-e* by syncope. Note also that the *-u* in *proter-w-us ‘violent’ is consonantal [w] not syllabic [u]; [u] regularly becomes a glide pre-vocally.

**Enlargements.** As can be seen above, Latin has a number of suffixes that are built on smaller suffixes: e.g., *-ula*, *-elee*, *-ilii* and *-uall* are built on a suffix *-ii*. The larger suffixes are sometimes referred to as “enlargements”. Generally, the “enlarged” affixes are the productive ones:

One of the most characteristic features of Latin suffixes is their growth by misdivision: for instance, the elementary suffix *-us* (au) gives rise to a group of secondary suffixes *aau-au*, *-eau-au*, *-er-er-au* [my parentheses—C.G.]. It is in many cases impossible to determine the historical facts, since in the classical period *-aau-au* was clearly felt as a living suffix, whereas *-au-er* was no longer employed in new formations.

(Okford Latin Dictionary, p. xivii)

At least some of the ‘elementary’ suffixes underlying these enlargements are non-moral. They are not synchronically recoverable as affixes in Latin, but deserve some attention nonetheless. What is noteworthy about them is that they are derived from inflectional affixes in the parent language. That is, a number of non-moral inflectional affixes are reanalyzed as derivational affixes in the history of the language: when they are, they are ‘enlarged’, presumably to meet the minimal affix requirement. Examples follow:

(101) Adjectival suffixes derived from inflectional affixes

<table>
<thead>
<tr>
<th>'Elementary' affixes</th>
<th>'Enlargements'</th>
</tr>
</thead>
<tbody>
<tr>
<td>ordin-ari-us ‘ordinary’</td>
<td>meriti-ordin-us ‘profitable’</td>
</tr>
</tbody>
</table>
-nd sced-nd-us 'second'
rotun-nd-us 'round'

cund

-vcrn-nt-us 'vernal'

-turn

-mn alu-ma-us 'murling'

Latin verbs:

(103) -nt (supine stems)
   amna-t-us 'loved' (masc sg)
   desna-t-us 'deleted' (nosc sg)
   audii-t-us 'heard' (nosc sg)

Thus the adjectives in (102) essentially "imply reference to an imaginary verb-stem" (Allen & Greenough §246a). *Barbatus* 'bearded' is (so to speak) the past participle of *bara* 'beard'.

Verb-forming suffixes. Latin verb-stems are formed in one of three ways: (1) directly from nominal stems (zero derivation), (2) from nominal stems by suffixation and (3) from other verbal stems by affixation. Examples of zero derived verbs are given below. Zero derivation will not be of major concern here, since it involves no affixes and thus no evidence for or against a minimal affix requirement.

(103) Zero-derived denominal verbs
   fug-an-re 'to put to flight'
   still-an-re 'be thick with stars'

Zero derivation involves a nominal stem (*fuga*, *stella*), itself composed of a root (*fug*, *stel*) and a thematic-vowel (*-an*). The thematic vowel often takes on a life of its own, however, in forming verb-stems:

(104) -an verb stems from -o stem nominals
   stimul-an-re 'to incite'
   nov-an-re 'to renew'

-ans stem verbs may also be formed from nominal stems that end in consonants, in -t or in -n:

(105) other -ans stem verbs
   vigil-an-re 'to watch'
   auspici-an-nt 'to take auspices'
   lev-an-re 'to lighten'
   acetan-an-re 'to surge'

This non-moracic suffix is in fact *inflectional*, however, used in forming the supine stem of

English -ed adjectives (palefaced, bearded):

(102) -ed
   hones-t-us 'honorable'
   barbas-t-us 'bearded'
   turriti-t-us 'turtled'
   comau-t-us 'bombed'

Thus the non-moracic -nd- in *secundus* and *rotundus* is from an old inflectional affix in the parent language. That affix is still used in Latin as an inflectional affix (future passive participle) in obligation-constructions (*audie-nd-us est 'he must be heard', deelige-nd-us erat 'he should have been chosen'); but the derivational enlargements of -nd- (i.e., -bund and -cund) are moracic. Similarly, the -n- in veernus 'vernal' "form[s] perfect participles in other languages and in Latin make[s] adjectives of like participial meaning, which often become nouns" (Allen & Greenough §234.II.A); derivational enlargements of the -n- suffix (-ern, -urn, -tern, -turn) again obey the minimal affix requirement. The -m(e)n in *alumnus* and *fermis* is from a present participle suffix in the parent language; neither is recoverable synchronically in Latin, however, and they are given here merely for completeness.

One final set of suffixes require some discussion, the Latin froms corresponding to

English -ed adjectives (palefaced, bearded):
The data in (104) - (105) shows that -ae has been made into a verbalizing suffix in Latin, freed from its origins in -aa stem nouns; it now derives verbs stems (fugae-; stimulae-, vigilae-, auspicae-) from noun stems of many types (fugae-, stimulae-, vigilae-, auspicae-). Other such verbalizing suffixes include -ee, -e and -ii:

(106) -ee stem verbs from nominals
claaar-ee-re 'to shine' from claaar- 'bright'
claad-ee-re 'to be lame'

(107) -e stem verbs from nominals
metu-e-re 'to fear'
acu-e-re 'to sharpen'
from metu- 'fear'
from acu- 'needle'

(108) -ii stem verbs from nominals
iinsaan-ii-e-re 'to rave'
cusstoood-ii-re 'to guard'
from iinsaan- 'mad'
from cusstoood- 'guardian'

These verbalizing suffixes lend more support to the claim that derivational affixes in Latin are minimally monomoraic.

This completes the discussion of derivational affixes in Latin. The 100 or so derivational affixes include none that consist (underlyingly) of less than a mora. This provides strong support for a minimal affix requirement Latin.

Latin Inflectional Affixes < μ. But a number of central Latin inflectional affixes are non-syllabic.

Adverb-forming suffixes. Most adverbs in Latin are inflected nominals: the acuter accusative of adjectives and pronouns may serve as an adverb (facil-e 'easily'), as does the ablative singular neuter and feminine of adjectives, pronouns and nouns (fatsu-oo 'falsely', recet-oo 'straightway'). Adjectives may also be inflected with -ter and both adjectives and nouns take adverbial -ee (itself a generalized ablative suffix).

(109) Adverb-forming suffixes

-ee caae-ee 'dearly'
amic-ee-ee 'like a friend'
-ter sacri-ter 'eagerly'
forti-ter 'bravely'

Nominal Inflection. Case-endings for 1st and 2nd declension noun stems are given below.

(110) 1st and 2nd Declension Nominal Inflection

<table>
<thead>
<tr>
<th>1st Declension</th>
<th>2nd Declension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom sg</td>
<td>Nom pl</td>
</tr>
<tr>
<td>Gen</td>
<td>Dat</td>
</tr>
<tr>
<td>Acc</td>
<td>Abl</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st Declension</th>
<th>2nd Declension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom sg</td>
<td>-s</td>
<td>-s</td>
</tr>
<tr>
<td>Gen</td>
<td>-i</td>
<td>-i</td>
</tr>
<tr>
<td>Dat</td>
<td>-i</td>
<td>-i</td>
</tr>
<tr>
<td>Acc</td>
<td>-m</td>
<td>-m</td>
</tr>
<tr>
<td>Abl</td>
<td>-V</td>
<td>-V</td>
</tr>
</tbody>
</table>

Note that non-moraic suffixes are used to mark nominative (-s) and accusative (-m) singular. I have diverged somewhat from traditional analyses of these declensions, which tend to fuse stem vowel and person marking; the divergence is most evident in the first declension where I assume a short -a stem vowel rather than long -aa. Nominative singular stella is thereby the bare stem (rather than a shortened stem, as in the traditional analysis). The various forms stellae (genitive and dative singular, nominative plural) are derived from stella-i by Dipthong Lowering:

(111) Dipthong Lowering:

ai -> ae

The stem vowel in the dative and ablative plural is lost by a rule of Vowel Deletion, which deletes the first of three tautosyllabic vowels:

(112) Vowel Deletion:

V -> /VV/
Derivations for *stellae* and *stellis* are given below:

(113) Derivations

<table>
<thead>
<tr>
<th>UR</th>
<th>stella-i</th>
<th>stella-ii</th>
</tr>
</thead>
</table>

Diphthong Lowering: *stellae* | *stella* | *stelli*

Vowel Deletion: 

The ablative singular and genitive and accusative plural suffixes of the first declension contain empty Vowel positions that serve to lengthen the preceding vowel. This is accomplished by a rule that spreads vowel quality rightwards onto an empty V position.

(114) Spreading:

\[
\begin{array}{c|c}
V & V \\
\hline
F & \\
\end{array}
\]

(115) Derivations

<table>
<thead>
<tr>
<th>UR</th>
<th>stella-Verum</th>
<th>stella-Vs</th>
</tr>
</thead>
</table>

Spreading: *stellaeum* | *stellae*

Such empty V positions are also found in some of the 2nd Declension suffixes (note that the empty V position allows us to state the first and second declension differ only in their affixes for the nominative and dative singulars). Note that the diphthong -oi surfaces as a long -ii word-finally (cf. Buck 1933 §90).

(116) Unrounding: 

\[oi \rightarrow ii\]

Derivations for *servii* and *servoo* follow:

(117) Derivations

<table>
<thead>
<tr>
<th>UR</th>
<th>servo-i</th>
<th>servo-V</th>
</tr>
</thead>
</table>

Spreading: 

Unrounding: *servii*

Some 3rd Declension inflectional suffixes are also non-moramic:

(118) Case-endings, 3rd Declension

<table>
<thead>
<tr>
<th>Case</th>
<th>Nom sg</th>
<th>Nom pl</th>
<th>Gen</th>
<th>Dat</th>
<th>Acc</th>
<th>Abl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stems</td>
<td><em>-s</em></td>
<td><em>-es</em></td>
<td><em>-is</em></td>
<td><em>-ii</em></td>
<td><em>-m</em></td>
<td><em>-V</em></td>
</tr>
<tr>
<td>Stems</td>
<td>duc-duc-s</td>
<td>duc-ces</td>
<td>duc-ises</td>
<td>duc-ii</td>
<td>duc-em</td>
<td>duc-e</td>
</tr>
<tr>
<td>Stems</td>
<td>turri-turri-s</td>
<td>turri-turri-s</td>
<td>turri-</td>
<td>turri-i</td>
<td>turri-m</td>
<td>turri-i</td>
</tr>
</tbody>
</table>

Non-moramic affixes mark nominative (-s), genitive (-is), and accusative (-m) singulars. I take the [e] in *ducem* to be epenthetic (/ducem/ → [ducem]), [e] being the unmarked vowel quality in Latin.

The Latin 4th and 5th Declensions also make use of non-moramic inflectional suffixes in the nominative (-s) and accusative (-m) singular and plural (-s).

(119) Case-endings, 4th and 5th Declensions

<table>
<thead>
<tr>
<th>4th Declension (u-stems)</th>
<th>5th Declension (re-stems)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom sg</td>
<td><em>-s</em></td>
</tr>
<tr>
<td>Gen</td>
<td><em>-V</em></td>
</tr>
<tr>
<td>Dat</td>
<td><em>-i</em></td>
</tr>
<tr>
<td>Acc</td>
<td><em>-m</em></td>
</tr>
<tr>
<td>Abl</td>
<td><em>-V</em></td>
</tr>
</tbody>
</table>

| Nom pl                   | *-V*                      | *-V*                      |
| Gen                      | *-um*                     | *-um*                     |
| Dat                      | *-bus*                    | *-bus*                    |
| Acc                      | *-V*                      | *-V*                      |
| Abl                      | *-bus*                    | *-bus*                    |

Note that long vowels shorten before other vowels (reii → reii) and before -m (reem → rem).
Adjectival inflection. Case-endings for adjectives are essentially those of nouns and will not be re-discussed here. A number of them, of course, are non-moraic.

Verbal inflection. Latin verbal inflection is extensive and I will not review it all here. For the present, I merely want to establish that it makes use of a number of non-moraic suffixes.

Affixes that consist of a single consonant include -s PERFECT and -m- PRESENT. The latter is found only in isolated words and is probably not a synchronic affix in Latin. Examples of each appear below. (Note that -n- is, or was, an infix).

(120) Non-moraic tense-aspect markers

Perfect -s

carp-s-si 'I have seized'

find-c-re 'to find' (fid-)

tack-s-ii 'I have touched'

tang-c-re 'to touch' (tag-)

Verbal subject agreement in Latin also makes extensive use of non-moraic suffixes.

Consider the following:

(121) Subject agreement: Present Active

<table>
<thead>
<tr>
<th>Subject</th>
<th>Indicative</th>
<th>Subjunctive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singular</td>
<td>(am-aa-)</td>
<td>(am-ee-)</td>
</tr>
<tr>
<td>1</td>
<td>-oo</td>
<td>:m</td>
</tr>
<tr>
<td>2</td>
<td>-s</td>
<td>am-s-m</td>
</tr>
<tr>
<td>3</td>
<td>a</td>
<td>m</td>
</tr>
<tr>
<td>Plural</td>
<td>mus</td>
<td>mus-mus</td>
</tr>
<tr>
<td>2</td>
<td>-ris</td>
<td>-ris</td>
</tr>
<tr>
<td>3</td>
<td>-nt</td>
<td>-nt</td>
</tr>
</tbody>
</table>

Non-moraic suffixes include -m in the 1st singular, -s in the 2nd singular, -t in the 3rd; and -nt in the 3rd plural. Note that -m is a dental and thus that not all non-moraic affixes are dentals; this was not the case for English or AG. The passive utilizes a first-person non-moraic affix -r.

(122) Subject agreement: Imperfect Passive

indicative | subjunctive |

(123) Latin Participles

Present (-nt)

ama-nt-is 'is loving'(gen)
mone-nt-is 'is reminding' (gen)

Future (-nur)

fu-nur-us 'what is to be'
fac-nur-us 'to do'

Perfect (-t)

ama-t-us 'was loved'
mone-t-us 'was reminded'

Gerundive (-nd)

ama-nd-us 'must be loved'
mone-nd-us 'must be reminded'

Before closing this section on Latin, I should point out remnants of some earlier inflectional affixes that remain in a number of Latin verbs. Among these are the affixes below:

(124) Deverbal verbal suffixes

Inceptive -sc

calce-sc-oo 'I grow warm' cf. calce-oo 'I am warm'
labba-sc-oo 'I begin to totter' cf. labba-oo 'I totter'
sci-sc-oo 'I determine' cf. sci-oo 'I know'

Intensives -t

iac-t-tu-oo 'I hurl' cf. iac-too-oo 'I throw'
dormi-t-tu-oo 'I am sleepy' cf. dormi-oo-oo 'I sleep'
vcead-t-tu-oo 'I try to sell' cf. vcead-oo-oo 'I sell'

It is clear that these affixes violate the monomoraic minimal affix requirement I have argued for in Latin. But are they derivational or inflectional? The answer is clearly inflectional.
Inceptive -sc- occurs only in the present tense and is thus in complementary distribution with past tense markers; it must therefore be inflectional, as suspected. Intensive -i is related to the perfect participle formant -i and is in complementary distribution with other participial markers; it too is clearly inflectional.

2.4 Conclusion. English, Ancient Greek and Latin have remarkably similar minimal prosodic requirements. The only difference in this respect among the languages is whether word-final consonants are extrametrical or not. Once this has been factored out, minimal word and affix requirements for all three languages are identical:

(125) Minimal prosodic requirements in English, Ancient Greek, Latin

Affix = μ
Word, Root = μ μ

The counterexamples to (125) are legion, but they fall into two categories.

Affixes that fail to meet the μ requirement are all inflectional affixes; words and roots that fail to meet the μ μ requirement are all function words. If inflectional affixes and function words are not stored in that part of the grammar in which derivational affixes and content words are stored, this is to be expected. The 2 Lexicon Hypothesis claims not just that content words and function words are different, nor that derivation and inflection are different. The claims it makes is that content words and derivational affixes form a natural class and that function words and inflectional affixes form a different natural class:

(126) The 2 Lexicon Hypothesis

Lexicon
Content Words (dog, eat, blue, yesterday, etc.)
Derivational Affixes (-ity, -ness, etc.)

Phrasicon
Function Words (the, and, to, if, etc.)
Inflectional Affixes (-er, -ed, -past, etc.)

The 2 LH also asserts that these natural classes are central to the organization of the grammar: they form separate components of the grammar. Minimal prosodic requirements, I have argued, are met only in one of these components and thus affect only one of these natural classes.

Taken together, (125) and (126) can be unpacked into a list of separate claims, as follows.

(127) Of English, Ancient Greek and Latin...

a. None has lexical words that consist of less than two moras.
b. None has lexical roots that consist of less than two moras.
c. None has derivational affixes that consist of less than one mora.
d. All have non-lexical words that consist of less than two moras.
e. All have non-lexical roots that consist of less than two moras.
f. All have non-lexical affixes that consist of less than one mora.

It is highly unlikely that the statements in (127) should be true coincidentally of these three distantly related languages. The 2 Lexicon Hypothesis provides a straightforward model to account for all of them at once.
3. Level-Ordered Lexical Insertion

In Chapter 2, I presented evidence for the existence of two lexicons in the grammars of English, Ancient Greek and Latin. In the present chapter I will provide evidence that the elements of these lexicons are inserted into syntactic structure at different stages. This I will call Level-Ordered Lexical Insertion (LOLI). As the review in Chapter 1 made clear, the idea itself is not new: similar proposals have been made in the processing and aphasic literature (Fromkin 1971, Garrett 1975, 1980; Lapointe 1985; Lapointe & Dell 1989); in the syntactic literature (Stockwell, Schachter and Partee 1972 [function words only]; Emonds 1985); and in the morphology literature (Anderson 1977, 1982 [inflection only]). The idea has yet to be exploited, however, in phonology.

The late insertion of function words is crucial for the construction of prosodic constituents above the level of the phonological word. Recall that on the 2-Lexicon model proposed here, prosodic constituency is built on a partial phonological representation—i.e., on lexical stems organized into an S-structure representation. Now it has been claimed that these prosodic constituents—phonological phrases, intonational phrases and so on—are constructed as if function words were invisible (Selkirk 1984). LOLI makes it possible to change the as if to a more explanatory because: function words and inflectional affixes take no part in defining prosodic constituents above the word because they have not yet been inserted at the stage at which those constituents are formed. And LOLI is not motivated solely on phonological grounds: morphological, syntactic, processing and aphasic evidence points to the same thing.

The framework I will assume here is that of Prosodic Phonology (Selkirk 1978, 1980; Nespor & Vogel 1982, 1986; Hayes 1989; see also Inkelas & Zec (eds.) 1990 for a collection of recent work). I will begin by discussing the general framework and incorporating LOLI into it (3.1). From there I will move to a discussion of phrasal stress that illustrates the construction of prosodic constituents with LOLI (3.2). I end with a discussion of reduced forms of function words, a topic which also involves LOLI (3.3).

3.1 Prosodic Phonology and LOLI

The theory of Prosodic Phonology organizes phonological representations into constituents that comprise a prosodic hierarchy. The prosodic constituency of a sentence like He kept it in a large jar may be represented as in (1) (Hayes 1989, Nespor & Vogel 1986).

(1) The Prosodic Hierarchy

```
                      U
                       |
                       I
                      P
                      |  P
                      C  C  C
          ω    ω   ω   ω   ω   ω
             be  kept  it  in  a  large  jar
```

Each morpho-syntactic word (he, kept, it, etc.) constitutes a phonological word (ω). ωs are grouped into Clitic Groups (Cs), Cs into Phonological Phrases (PPs), PPs into Intonational Phrases (IPs), IPs into Utterances (Us). (See Nespor & Vogel 1986 for a more complete discussion of these constituents; I have left out the syllable and the foot from discussion here for clarity.)

Among other things, prosodic constituents mark natural breaks for pauses. Thus, the sentence above may be spoken without a pause, with one pause, etc.:

(2) Pausing and prosodic constituency

- He kept it in a large jar
- He kept it...in a large jar
- He kept it...in a large...jar
- He...kept it...in a...large...jar

Although any of the phrasings above is natural, ones that violate prosodic constituents are generally ill-formed:
(3) Pausing vs. prosodic constituency

?He kept it in a large jar
?He kept it in a...large jar
?He kept it in a...large...jar
etc.

Prosodic constituents serve two other main functions. First, each prosodic constituent defines a domain in which certain phonological rules are operative. German final obstruent devoicing, for instance, applies at the end of the prosodic domain defined by the constituent $o$. Second, each prosodic constituent constitutes a domain in which exactly one unit is prominent. In English, for example, the constituent $o$ defines a stress domain in which only one syllable is prominent i.e., receives primary stress; the constituent $C$ defines a domain in which a single $o$ is prominent: (he kept it) (in a large) (jar); and so on.

A crucial observation about the prosodic hierarchy is that the constituents that make it up are not isomorphic to syntactic constituents. Notice, for instance, that [he kept it] and [in a large] form prosodic constituents but not syntactic constituents.

(4) Prosodic constituency ≠ syntactic constituency

A more principled difference between prosodic and syntactic constituents is that only the latter seem to allow embedding: e.g., in the dog with a hat with a flower, the NP dog dominates the NP hat, which dominates the NP flower. Prosodic constituents, on the other hand, are hypothesized to obey strict layering (Selkirk 1984), such that constituents of one type are all immediately dominated by constituents of the next type on the hierarchy: the nps are all gathered into non-overlapping Cs, which are all gathered into non-overlapping Ps, etc.

Although prosodic constituents are not the same as syntactic constituents, they are defined in terms of them. That is, at least some information about syntactic constituency is required in constructing prosodic constituency. The algorithms by which syntactic constituency is rewritten as prosodic constituency mark the interface between syntax and phonology. How is this rewriting done?
Building Prosodic Constituents without LOLI

For the sake of exposition, I will assume the version of the Prosodic Hierarchy given above in (1). The existence of some of these constituents, especially the Clitic Group, may well be debated, but the discussion which follows will not be crucially affected by this. What is said below of the constituent $C$ holds equally well for the constituent $\omega$, for those formulations of the prosodic hierarchy that omit it. Central to the discussion at hand is the fact that on any formulation of the prosodic hierarchy, function words are systematically subordinated to content words. Whether the constituent that immediately dominates e.g., the boy is $C$ or $\omega$ is not relevant to the point at hand.

Let us begin, then, with the general form of the algorithms which build prosodic structure, which Nespore & Vogel give as follows (1986:7):

Prosodic Constituent Construction

Join into an n-ary branching $X^P\omega$ all $X^{P-1}$ included in a string delimited by the definition of the domain of $X^P$.

$X^P$ refers to some prosodic constituent; $X^{P-1}$ is thus the prosodic constituent immediately under $X^P$, as defined by the prosodic hierarchy. In all work to date in Prosodic Phonology, prosodic constituents are built off of S-structure, with all words and affixes (grammatical and lexical) in place. Let us see how this is done first, so that later the advantages of incorporating LOLI into these derivations will be clear.

In the simplest case, $\omega$, the domain of the constituent is simply the terminal elements of the syntactic tree.

(5) $\omega$-domain construction: each terminal elements of the syntactic tree is a $\omega$

| $\omega$ | $\omega$ | $\omega$ | $\omega$ | $\omega$ | $\omega$ |
| he kept it in a large jar |

The next constituent to be formed is the Clitic Group. Hayes (1989) defines a clitic group "roughly as a single content word together with all contiguous grammatical words in the same syntactic constituent". His formal definition of a $C$ is as follows:

(6) Clitic Group Formation

a. Every content word (lexical category) belongs to a separate Clitic Group.
b. Defn.: The host of a Clitic Group is the content word it contains.
   Defn.: X and Y share category membership in C if C dominates both X and Y.
   Rule: Clitic words are incorporated leftward or rightward into an adjacent Clitic Group. The group selected is the one in which the clitic shares more category memberships with the host.

According to this formulation, kept, large and jar belong to separate Cs and are the hosts of those Cs. The function words he, it, in and a are incorporated into the Cs with which they share the most dominating syntactic nodes: in and a are dominated by the Prepositional Phrase node that dominates large, [pp in a large], and therefore form a C with large; it is dominated by the VP node that dominates kept, [vp kept it...], and so forms a C with kept, he is dominated by the S node that dominates kept, [s he kept it...], and so forms a C with kept (and it).

(7) C-domain construction

```
    C
   / \  \
  he kept it in a large jar
```

Note that on a strict reading of "Lexical", the preposition in would form its own clitic group. Nespore & Vogel (1986) suggest that Lexical be interpreted as a head "with at least one positive specification according to the categorial feature system". Thus only N, A, V are to count as lexical, P falling out of the class. Presumably this account could be extended in some way to distinguish between proper names (which form their own Cs) and pronouns (which do not), both of which are NPs.
What is crucial here is that the rule that forms clitic groups must check the syntactic category of each ω in the string. Furthermore, the rule serves only to demote function words so that they will be invisible to future rules: the lexical word in a C is the head--any function words in the C are non-heads.

Construction of the Phonological Phrase also involves explicit mention of the content word vs. function word distinction and it too serves to demote function words. Following Nespor & Vogel (1986) the domain of the Phonological Phrase can be expressed as:

(8) Phonological Phrase domain

The domain of PP consists of a C which contains a lexical head (X) and all Cs on its nonrecursive side up to the C that contains another head outside of the maximal projection of X.

This converts ω-level structure into the following PP-constituents:

(9) PP-domain construction

P
   /
  /  /
C  C

he kept it in a large jar

PPs are then grouped into Intonational Phrases, which are then grouped into one or more Utterances by rules which need not concern us here (see Nespor & Vogel 1986 for formulation and discussion).

(10) Intonational Phrase and Utterance-domain construction

U
  /
  /
P
  /
  /
P
  /
  /
C
  /
  /
he kept it in a large jar

It is important to note that function words are irrelevant for determining the number or distribution of prosodic constituent (other than ω) in a sentence. Cs consist of exactly one content word each and it is these Cs that the prosodic constituency of the rest of the sentence depends on. Since PPs consist exclusively of Cs, function words are irrelevant for determining the distribution of PPs in a sentence; likewise for IPs and for Us.

(11) The Prosodic Hierarchy without function words

U consists of one or more IP
IP consists of one or more PP
PP consists of one or more C
C consists of exactly 1 Content Word

Essentially, function words play no role in creating prosodic constituency.

Selkirk's "Principle of Categorial Invisibility of Function Words"

An especially elegant formulation of prosodic constituency is Selkirk's (1986) end-based theory, in which "the relation between syntactic structure and prosodic structure above the foot and below the intonational phrase is defined in terms of the ends of syntactic constituents of designated types (1986:385). In the typical case, clitic groups are defined by left or right syntactic brackets labeled [x0] or [x0], where x0 is the syntactic notion head; phonological phrases, on the other hand, are marked by brackets labeled [Xmax] or [Xmax], where Xmax is the syntactic notion maximal projection.
The analysis only works if all function words are left out of the mapping from syntax to prosodic constituency. Selkirk notes that "function words are not identified as 'real' words and so do not count" in the mapping from syntactic to prosodic structure (1986:387). Since the effect of this not counting as a real word is so widespread, she raises it to the status of a principle of grammar (Selkirk 1984):

What we suggest is that the syntactic category labels for function words are simply "invisible" to principles of the syntax-phonology mapping. This means that if a function word has the labeled bracketing (a) or (b), it will be treated as though it had the labeled bracketing (c). (FW stands for the syntactic category feature complex(es) of function words.)

a. \[ \text{fw root} \rightarrow \text{fw root} \]
   b. \[ \text{fw word} \rightarrow \text{fw word} \]
   c. \[ \text{[......]} \]

This is the Principle of the Categorial Invisibility of Function Words (PCI). Given this general principle, any rule that crucially mentions the category name or type associated with the labeled bracketing in its structural description will simply not apply to function words.

(1984:343)

The usefulness of the PCI can be seen in how it simplifies the writing of prosodic constituency formation rules. If function words are invisible to these rules, the C and PP-formation rules may be simplified as follows (Selkirk 1986).

(12) Clitic Group:
    \[ \text{h}0 = \text{h}c \]

(13) Phono logical Phrase:
    \[ \text{l}x_{\text{max}} = \text{l}p \]

That is, the rightmost edge of a real word defines the rightmost edge of a clitic group (12) and the rightmost edge of the maximal projection of a real word defines the rightmost edge of a phonological phrase (13).

The PCI is clearly very useful in simplifying rules that construct prosodic constituents. What is disturbing about it is its completely stipulative nature within Selkirk's (or anyone else's) framework. Why should function words be made invisible by the syntactic category features they bear?

Building Prosodic Constituents with LOLL

LOLL allows us to derive Selkirk's PCI rather than stipulate it: the phonological content of function words (and inflectional affixes) is not present at the stage at which prosodic constituents are built. According to the PCI, it is the presence of syntactic features that makes function words invisible to phonological rules. LOLL allows us to say that it is merely the absence of any phonological material at a certain level in the derivation that makes grammatical items "invisible" to phonological rules. Consider a LOLL derivation of the prosodic constituents in *he kept it in a large jar*. S-structure is a partial phonological representation with only lexical stems represented phonologically (a). Function words are marked here by Greek letter place-holders that stand for morpho-syntactic bundles of features. Notice that the first stage in the construction of prosodic constituents (b) is guaranteed by the minimal word requirements discussed in Chapter 2. That is, the minimal word and affix requirements operative in the Lexicon insure that the input to prosodic constituency construction consists of well-formed prosodic words as defined for the language in question.

\[ \begin{align*}
\alpha & \quad \text{kept} \quad \beta \quad \gamma \quad \text{s} \quad \text{l}arge \quad \text{jar} \\
\land & \quad \text{Det} \quad \text{AP} \quad \text{N} \\
\downarrow & \quad \text{NP} \quad \text{VP} \quad \text{PP} \\
\text{S} & \quad \text{NP} \quad \text{VP} \quad \text{PP} \\
\end{align*} \]

a. Partial Phonological Representation
b. \( \omega \)-construction

Each phonological word becomes the head of a clitic group (c). Clitic Groups are joined into phonological phrases (d), and ultimately into intonational phrases and utterances (e).
This completes the construction of prosodic constituents. When function words and inflectional affixes are added to yield a full phonological representation (f), they are assigned \( \omega \)-status and accommodated by the prosodic structure by a process of stray adjunction (h).
3.2 Phrasal stress

In most languages, function words form prosodic constituents with adjacent content words; in many languages, including English, these constituents are the domain of sentence-stress assignment. Normal intonation places noticeably more stress on content words (kept, large, jar) than on function words (be, in, a).

(14) Stressless function words:
He kept it in a large jar.

How can LOLI be used to derive stressed content words and stressless function words?

The wrong approach

In earlier work (Golston 1990, 1991) I proposed LOLI could directly derive the stresslessesss of function words in English and in Ancient Greek. The idea was to order phrasal stress rules after content word insertion but before function word insertion:

(15) LOLI and phrasal stress
a. Insert content words kept large jar
b. Assign phrasal stress képt large jar
c. Insert function words he kept it in a large jar

This analysis, though simple, cannot be completely right for two reasons. First, the second stage of lexical insertion inserts not only function words but inflectional affixes as well. In a highly inflected language like Ancient Greek, inflectional affixes affect the location of primary word stress. Since phrasal stress is realized on the primary stressed syllable of a word, the latter must be determined before the former. Thus inflectional affixes must be added before phrasal stress is assigned. Consider the following one word sentences:

(16) a. é-lip-on
FAST-leave-1sg. (x .)
I left

Two aspects of the derivation above require special comment here. The first is the iteration of ω-construction in (f). I will argue below that this is not the usual case and only occurs in fairly careful speech; in normal and rapid speech function words are strayed adjoined at levels lower than ω (see below 3.3).

The second is the complex nature of straying adjunction in (g). Note that straying adjunction must take into account both syntactic constituency and prosodic constituency: the preposition in, for example, must i) be adjoined to a prosodic constituent C and ii) be adjoined within the syntactic constituent PP (*he kept it in a large jar). Although the phonology will be satisfied with adjunction to any C, the syntax requires that it be the C that follows rather than the C that precedes. Speech error evidence for this analysis will be given in Chapter 5.
b. e-lip-omen
FAST-leave-1plt
"We left"
elipomen

(Contexts of x's mark prominent syllables; (x .) designates a left-prominent foot or trochee; L* marks the prominent syllable in each word, H marks the syllable immediately before that syllable (Sauter 1989).) The penultimate syllables are stressed in both words, elipon and elipomen. But notice that in the singular form the result is part of the lexical stem ip, while in the plural it is part of the inflectional suffix -omen. The latter case makes it clear that inflectional suffixes must be present when phrasal stress is assigned.

Additional evidence against the analysis in (15) comes from stressed clitic pronouns (examples and discussion based on Nespor & Vogel 1986:155ff). Consider the following sequences of content word plus clitic(s) in Italian and French:

(17) Italian

\[
\begin{array}{c}
\text{C} \\
\omega \\
\omega \\
\omega
\end{array}
\]

me lo de

\[
\begin{array}{c}
\text{C} \\
\omega \\
\omega \\
\omega
\end{array}
\]
da mme lo

a. "(he) gives it to me" b. "give it to me"

(18) French

\[
\begin{array}{c}
\text{C} \\
\omega \\
\omega \\
\omega
\end{array}
\]
me le donne

\[
\begin{array}{c}
\text{C} \\
\omega \\
\omega \\
\omega
\end{array}
\]
allez vous en

\[
\begin{array}{c}
\text{C} \\
\omega \\
\omega \\
\omega
\end{array}
\]
prend le

a. "... gives it to me" b. "go away" c. "take it"

(S stressed as in boldface.) The Italian cases are easy to derive with the analysis in (15): stress is assigned to the content word when no function words are present; function words are added later but phrasal stress does not reapply. But this will not work for French, which stresses the rightmost element in the Clitic Group regardless of whether it is a content word (a) or a function word (b, c).

A better approach

The problem with the analysis in (15) is that it invokes LOLI as a means of assigning phrasal stress rather than as a means of building phrasal constituents. Once the correct constituents are built, phrasal stress is relatively straightforward. The Italian cases involve stressing the host (or head) of the clitic group (Hayes 1989), while the French cases involve stressing the rightmost member of the clitic group; the phrasal domain is the same for both languages, but the rule assigning relative prominence within that domain is different.

Now consider English phrasal stress. Again, phrasal constituents are built before function words (and inflectional affixes) are inserted. But phrasal prominence is not assigned until after function words are in place. As in Italian, and in most languages according to Nespor & Vogel (1986:155), phrasal prominence within the clitic group is assigned to the host: i.e., to kept, large and jar.

(19) LOLI and phrasal stress

a. Insert content words kept large jar
b. Form prosodic constituents [kept] [large] [jar]
c. Insert function words he [kept] it in a [large] [jar]
d. Adjoin function words [he kept it] in a [large] [jar]
e. Assign phrasal stress [he kept it] in a [large] [jar]

Now let us return to Ancient Greek inflection. Prosodic constituents are built on partial phonological representations consisting only of lexical stems (ip 'leave'); then function words and inflectional affixes are added and adjoined.

(20) Derivation

a. Insert content words lip
b. Form prosodic constituents [lip]
c. Insert function words, inflection [e lip] on [e lip] omen
d. Stray Adjunction [e lip on] [e lip omen]
Content words do not undergo such reduction: e.g., the noun will (last will and testament) does not reduce to a syllabic [l] in normal speech.

Most analyses of reduced function words (e.g., Selkirk 1984) have treated them as exactly that: full forms that are reduced by rule in certain environments. There is something unnatural about such analyses, however: at least in English, all but the most formal registers prefer reduced function words. This is especially relevant in production: does it make sense to say that a speaker prepares to say Max will be hoping Tom is asleep and then goes to the trouble of reducing it to Max'll be hoping Tom's asleep? Why treat the full forms as basic?

An obvious answer is that only the full forms preserve unpredictable information: if is were to be derived from [z], how would we know what vowel to insert? The reduced form must come from the unreduced form because the opposite cannot be true. Intuitively, however, [z] is a simpler (sloppier, etc.) form of is. It is not so much that we go through an extra step just to make is shorter: we just don't put in the effort to say the whole thing and end up with only the [z].

How may this conflict be resolved? The role of LOLI in the construction of prosodic constituents above the word provides a useful clue.

Building prosodic constituents above the word requires an even foundation—each level of structure must be built directly on an earlier layer, like bricks in a wall (Selkirk's Strict Layer Hypothesis). For this reason, formulations of α-level structure have assigned the category α to every lexical terminal; this allows clitic groups to exhaustively dominate phonological words; and phonological phrases to exhaustively dominate clitic groups; etc. But LOLI obviates the need for assigning the category α to function words. If prosodic structure is built only on lexical stems, function words may enter the derivation later as whatever they like. If they enter as consonants, they are adjoined into syllable; if they enter as syllables, they are adjoined into α; if they enter as xs, they are adjoined into clitic groups (cf. Berendse 1986).

Consider, for example, Jack is asleep:

(21) Reducible function words:
Max will be hoping Tom is asleep. (careful speech)
Max'll be hoping Tom's asleep. (normal speech)
(22) Jack \_ asleep. Partial Phonological Representation

\[ \begin{align*}
\omega & \omega \\
\text{Jack} & \_ asleep.
\end{align*} \]

Prosodic Constituents built

\[ \begin{align*}
\omega & \omega \\
\text{Jack} & \_ asleep.
\end{align*} \]

Full Phonological Structure

At the final stage in (22) at least two possibilities arise. The speaker could (i) save the whole word is or, (ii) save only part of the word. That is, the speaker can either add is as another prosodic word (23i) or just incorporate part of it into one of the prosodic words already present (23i).

(23) (i) \[ \begin{align*}
\omega & \omega \omega \\
\text{Jack} & \_ asleep
\end{align*} \]

(ii) \[ \begin{align*}
\omega & \omega \\
\text{Jack} & \_ asleep
\end{align*} \]

Clearly option (ii) requires less effort and planning. The speaker adds as little to the previously built structure as possible. (23i) is characteristic of careful or formal speech; (23ii) models normal to rapid speech.

**Reduced Function Words in English**

It should be noted, first, that not all function words in English are reducible. Reduction is lexically idiosyncratic. Consider the following prosodically identical pairs of words.

(24) Reducible Non-Reducible Prosodic Composition

\[ \begin{align*}
\text{would (t)} & \quad \text{what} \\
\text{has (s)} & \quad \text{his} \\
\text{am (mn)} & \quad \text{on} \\
\text{is (s)} & \quad \text{as}
\end{align*} \]

Those function words that do reduce, however, tend to reduce in the same way. First, more sonorant segments are deleted while less sonorant segments are retained; second, it is the rightmost segments that are retained.

(25) Reduction and Sonority

- Obtruments never: should, that, to, does
- Nasals never: in, on, can, than
- Liquids never: will, all, or, were
- Glides, h sometimes: would (t), will (ll), him (lm) (reducing)
- Vowels often: is, it, why, you, who (reducing)
- Vowels often: in (m), is (s), it (o), and (a) (reducing)

That is, the segments that are easiest to add to existing prosodic structure, namely single consonants, are retained, while those that require adding another syllable to existing prosodic structure, namely vowels, are often deleted.

How much of a word is retained is a function of the rate of speech. For the sake of exposition, let us assume three rates of speech here: careful, normal and rapid. In careful speech, a function word is granted full word status and adjoined into an existing clitic group (26i); in more normal speech, function words are assigned syllable status and adjoined into existing words (26ii); in rapid speech they are assigned only status as strings of consonants (Cs) and vowels (Vs), in which case they must be adjoined into existing syllables.

(26) (i) \[ \begin{align*}
\omega & \omega \omega \\
\text{Jack} & \_ asleep
\end{align*} \]

(ii) \[ \begin{align*}
\omega & \omega \omega \\
\text{Jack} & \_ asleep
\end{align*} \]

---

1 The one exception is of, which generally deletes before C-initial words and is retained before V-initial words: friend o' Bob's, friend of Ed's. (see Selkirk 1972).

2 The one exception is an, clearly a sandhi form (see Rotenberg 1978).
given only segmental status and must be incorporated into an existing syllable; a syllable-
internal rule of voicing assimilation changes the underlying /t/ to /s/.

Note that a stray consonant is enclitic, i.e., is adjoined leftward into a preceding syllable,
while stray syllable and words are proclitic, i.e., are adjoined rightwards into following words
and clitic groups. This split occurs generally when the function word is syntactically bracketed
with the following word:

(29)  |Pat| [ha5 won]r  |Joe| [would go]r  |I| [will leave]r

Careful: [Pat] | ha5 won | [would go] | I | will leave |
Normal: [Pat] | I | ha5 won | [would go] | I | will leave |
Rapid: [Pat] | I | ha5 won | [would go] | I | will leave |

Recall that not all function words in English have reduced counterparts. These irreducible
function words may be represented as syllables underlyingly. The underlying differences
between reducible and irreducible function words may then be represented as follows:

(30) Underlying Representation of reducible and non-reducible function words

\[
\begin{array}{cccccccc}
\sigma & \sigma & \sigma & \sigma \\
y & y & y & y & y & y & y & y \\
\text{or} & \text{or} & \text{or} & \text{or} & \text{or} & \text{or} & \text{or} & \text{or} \\
\text{"or"} & \text{"is"} & \text{"has"} & \text{"will"} & \text{"on"} & \text{"as"} & \text{"whose"} & \text{"with"} \\
\end{array}
\]

a. Reducible function words  b. Non-reducible function words

That is, in rapid speech the words in (30a) are generally reduced to sub-syllabic strings. But at
the same rate of speech, the words in (30b) are not so reduced.

In what I have called normal speech, the difference is neutralized and all of the forms in
(30) surface as full syllables (31). Similarly for careful speech, where function words surface
as full words (32).

(31) Representation of function words: normal speech

\[
\begin{array}{cccccccc}
\sigma & \sigma & \sigma & \sigma \\
y & y & y & y & y & y & y & y \\
\text{or} & \text{or} & \text{or} & \text{or} & \text{or} & \text{or} & \text{or} & \text{or} \\
\text{"or"} & \text{"is"} & \text{"has"} & \text{"will"} & \text{"on"} & \text{"as"} & \text{"whose"} & \text{"with"} \\
\end{array}
\]

a. Reducible function words  b. Non-reducible function words

We are now in a position to give a full derivation of a sentence with both reduced and
stressless function words in what I have called rapid speech. Take the sentence Pat's with Ed
(prosodic structure above the clitic group omitted for clarity):

(33) Derivation of "Pat's with Ed"

\[
\begin{array}{cccccccc}
\omega & \omega & \omega & \omega \\
I & I & I & I \\
\sigma & \sigma & \sigma & \sigma \\
C V C & C V C & C V C & C V C \\
p a t & e d & p a t & e d \\
\end{array}
\]

a. Partial Phonological Representation  b. Prosodic Constituents Built
The derivation proceeds as follows: beginning at Partial Phonological Representation (a), prosodic constituents are built (b); function words and inflectional affixes are inserted (c); stray segments are adjoined to syllables (d); stray syllables are adjoined to words (e); segments that are not prosodically licensed are deleted (f); and regular phonological rules such as voicing assimilation apply (g).

The 'reduction' of function words in fast speech on this view is not accomplished by a reduction rule but by a rule that saves prosodic strays. The process is characterized not as one that destroys structure and deletes information ('reduction') but one that preserves structure and retains information. The number of syllables and prosodic words is undiminished from the time function words are added to the surface representation; reduction is thus a method of retaining the maximal amount of information with the minimal amount of work.

Reduced function words in Ancient Greek

There is a process in AG traditionally referred to as Crasis ('mingling') in which the final vowel of a function word coalesces with the initial vowel of the following word (Smyth 1920:173; Vendryes 1945:320; Bally 1945:237; Allen 1973:228; Sommerstein 1973:59, etc.). Crasis is similar to the reduction of English function words and can be modeled using the same underlying structure used for English reducible function words. An important point to notice is that the output of crasis has one less syllable than the input:

(34) Crasis

\[ \text{a. to \, ónoma} \rightarrow \text{tòdònoma} \quad (o \, + \, o = ou) \]

\[ \text{b. tòe \, bêmena} \rightarrow \text{thêmêra} \quad (ee \, + \, ee = ee) \]

\[ \text{c. pró \, érgou} \rightarrow \text{prodrégou} \quad (o \, + \, e = ou) \]

Crasis is merely the prosodic incorporation of a function word into a following word: it follows straightforwardly, via stray-adjunction, from a representation in which the function word consists of only a syllable (cf. English non-reducing function words). Consider the following, somewhat truncated, derivation:

(35) Derivation of prodrégou < /prò \, érgou/ 'for use'

\[ \begin{array}{c}
\text{a. Partial Phonological Representation} \\
\text{b. Function words inserted}
\end{array} \]
Domain of Crasis (*"* represents syllable boundary)

- **a. definite article**
  - (a + i = aa)  
  - tatl.ia  
  - the others
- **b. relative pronoun**
  - (a + e = aa)  
  - haag.gi  
  - which I
- **c. pronoun**
  - (a + o = ool)  
  - e.goi.da  
  - I think
- **d. exclamative pronoun**
  - (a + e = ou)  
  - souu.if  
  - yes, that is
- **e. vocative particle**
  - (a + i = oo)  
  - do.mer  
  - O man
- **f. conjunction**
  - (a + i = iii)  
  - khii.ko.ted.e.te  
  - and please: 3sg

Crasis applies across the boundary between a function word and a content word, but not across the boundary between two content words:

Domain of crasis

- **a. fW CW**
  - tēe.hee.me-ra  
  - the day (dative)
- **b. *CW*#CW**
  - tēe.de.ka.tee.hee.me-ra  
  - the tenth day (dative)

The domain of crasis is thus internal to the the clitic group.

The domain of contraction, that sub-part of crasis in which adjacent vowels coalesce, is the phonological word *ω*. This is made evident by the fact that contraction applies not only in the environments in (39), but also across word-internal morpheme boundaries:

Contraction

- **a. géṛ + a**
  - (a + a = aa)  
  - géṛa  
  - cf. tatl.ia
b. tiimæ + ete → timate  (a + e = aa) cf. haagó

c. deelid + oo → deleēō  (o + oo = oo) cf. egōsida

d. bedroo + a → bedroo  (oo + a = oo) cf. donor

e. edelio + e → edelīō  (o + e = ou) cf. proddhōon

There are a few minor differences between crisis and such morpheme-boundary contraction, but they need not concern us here; a full discussion is found in Sommerstein (1973). His conclusions, however, are worth noting:

For the most part the rules determining the output vowel of crisis—C] are the same as for normal contraction, and for this reason the best way of accounting for the general phenomenon of crisis is to have a rule, earlier than Contraction, reducing the word boundaries within such phrases to formative boundary so that Contraction can operate.

(1973:59ff)

If AG function words are entered into the derivation of a sentence not as words but as syllables, as I argued above for English, Sommerstein's special rule reducing the word boundary between a function word and an adjacent content word to a mere formative boundary is not needed. The effect of the rule follows from the underlying status of function words as mere syllables rather than prosodic words.

Reduced function words in Latin

Latin also has a number of function words with reduced forms. Due to the conservative nature of Latin orthography, however, these reduced forms are preserved only in comedies, which were meant to capture the spoken language of the day. The reduced forms which follow all come from the plays of Plautus, but similar forms can be found in the works of other authors who wrote naturally.

Vowel-initial forms of the copula are regularly enclitic on the preceding word. When the preceding word is vowel final, the initial vowel of the copula is deleted.

(40) a. acceptumest < acceptum est  "is accepted"
b. lubidoest < lubido est  "desire is..."
c. sist < si est  "if (x) is"
d. mihiest < mihi est  "is mine"

e. stultas < stulta es  "you are stupid"
f. tutes < tu te es  "thou thee art"

(n.b.: final -um represents a nasalized vowel.) Like Greek crisis, this process involves a syllable-sized function word (est, ea) being adjoined to the ω that dominates a content word— the second of two adjacent vowels then deletes. In a few cases (c, d, f), two function word syllables are joined together and adjoined to a word. Example (c) is particularly interesting in this regard as it apparently involves the adhesion of four function words to a single content word. The full context of (c) is given below and derived in (42).

(41) si est quod mihi cor
      if- is a to me heart
      'If I have a heart'

(42) Derivation

\[ \omega \rightarrow \omega \]

\[ \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \]

si est quod mihi cor

a. Function words inserted
b. Adjunction to ω
c. Vowel deletion

In addition to these enclitic forms of the copula, Latin has a proclitic, sii 'if' that undergoes the same process:

(43) a. sodes < sii audes  'if you please'
b. sulis < sii vultis  'if you (p) wish'
c. siss < sii vis  'if you (q) wish'

Note that intervocalic v [w] deletes in (b) and (c). In (43) is the first vowel (the vowel in sii) which deletes. What ea, es, and sii have in common is that their vowel deletes in deference, as it were, to the vowel of the clitic group hāst (the content word).

Latin also has an enclitic (ne 'not') that reduces to a non-syllabic form. It can be analyzed like English is and hast, i.e., as consisting underlyingly of unasyllabified strings.

(44) a. dixin < dixi ne  'haven't I told (you)'
    a. sain < sais ne  'don't you say?'
b. scin < scis ne  "don't you know?"
c. potin < potis ne  "aren't you able?"
e. audin < audis ne  "don't you hear?"

A derivation for scin is given below.

(45) Derivation: scin < scis ne

\[
\begin{array}{cccc}
\omega & \omega & \omega & \omega \\
| & | & | & | \\
\sigma & \sigma & \sigma & \sigma \\
\hline \\
CCVC CV & CCVC CV & CCVC C & CCVC C \\
scis de & scis ne & scis n & scis n
\end{array}
\]

a. Function word insertion  b. Adjunction to \( \sigma \)  c. Deletion  d. Simplification

As before, the stray segments are adjoined to the syllable node dominating scis (b) and the unlicensed final vowel in ne is deleted (c); finally, the illicit coda -\( \text{en} \) is simplified to -\( \text{n} \) (d).

3.4 Conclusion

Speakers of a language can memorize all the (uninflected) words in their language and the stress patterns that go with them. In a language such as English, they probably do. But speaker cannot memorize all the sentence in their language and thus cannot memorize the intonational patterns that go with sentences. Thus, although the prosodic constituency of words can be memorized, the prosodic constituency of sentences cannot be. It must be generated on line each time a speaker utters a sentence.

For this reason, the rules which translate syntactic structure to prosodic structure must be maximally simple. Selkirk's end-based theory of prosodic domains looks like a promising characterization of the process a speaker uses to map prosodic constituency onto syntactic constituency. And yet it contains an ad hoc stipulation that function words are invisible to these rules; moreover, it is just this stipulation, the PCI, which allows the simple formulations used in the end-based theory. Without the categorial invisibility of function words, the end-based theory of prosodic constituents is as clunky and unwieldy as its predecessors.

LOLI allows us to derive the invisibility of function words rather than stipulate it. The phonological strings that make up function words are 'invisible' to prosodic constituency formation rules because they are not there when those rules apply.
4. Word Formation

The 2 Lexicon Hypothesis makes strong predictions about what types of word-formation processes should occur in natural languages. In particular, it predicts that content words and derivational affixes form a natural class in word formation and that function words and inflectional affixes form another. This chapter will attempt to substantiate that claim and thus provide support for the 2LH. I will argue that Affixation is different in the Lexicon than it is in the Phrasicon (4.1); that Compounding is different in the Lexicon than in the Phrasicon (4.2); and that other processes of word-formation (acronyms, blends, etc.) found in the Lexicon are not found in the Phrasicon and vice versa. This amounts to saying that word-formation in general is different in the Lexicon than it is in the Phrasicon, supporting the distinction between the two lexicons. An interesting result of the discussion in these sections is that some words are hypothesized to be in both the Lexicon and the Phrasicon—this will be called the Double-Listing Hypothesis. Finally, I will show that other types of word-formation including blending, acronymy, portmanteau, etc. occur either in the Lexicon or the Phrasicon, but not in both (4.3), another claim that supports the 2LH.

4.1 Affixation

There is a vast literature on the differences between inflectional and derivational affixation (see Scalise 1984, Anderson 1988 for overviews). Anderson (1982:) has defined inflectional morphology as "what is relevant to the syntax". This notion was refined by Emonds (1985), though I have disputed some of his conclusions. As discussed above in Chapter 1, I will assume that inflection is "what is relevant to the discourse" in the appropriate sense.

The rest of this section adds additional evidence for a distinction between derivation (affixation-in-the-Lexicon) and inflection (affixation-in-the-Phrasicon). My general claim will be that derivational affixation is restricted to content words; only function words that are doubly listed in both the Lexicon and the Phrasicon undergo the type of affixation found in the Lexicon. The rareress of derivational affixes that attach to function words is taken as strong support that derivational affixes and function words never 'meet'—i.e., that they are in different lexicons. Inflection, on the other hand, sees both content words and function words, though a language with impoverished morphology, such as English does not show this. Ancient Greek and Latin, however, provide abundant evidence of inflected function words.

4.1.1 Affixation in the Lexicon

Derivational affixes create stems from roots or from other stems. Unlike inflectional affixes, they may change the category of the words or roots to which they attach: -ness attaches to adjectives to form nouns, -able attaches to verbs to form adjectives, -al attaches to nouns to form adjectives. Most languages place a rather severe restriction, however, on both the input to and the output of derivational affixation: derivational affixes generally take only content word stems (CWs) and yield only CWs (1a).

(1) Affixation: input, output

\[
\begin{array}{c|c|c|c}
\text{input} & \text{der affix} & \text{output} \\
\hline
\text{CW } + \text{ der affix} & \Rightarrow & \text{CW } & \text{COMMON} \\
\text{FW } + \text{ der affix} & \Rightarrow & \text{CW } & \text{RARE} \\
\end{array}
\]

What is not generally found are affixes that take CWs as input and yield function words (FWs) (1b), affixes that take function words as input and yield content word stems (1c) or affixes that take function words as input and yield other function words (1d):

Evidence for (1a-d) will be drawn from English, Ancient Greek and Latin. Note that (1b)
and (1d) are related to the claim that function words in most languages are 'closed-class': speakers rarely make up new function words from old function words or from old content words. On a model of grammar in which all words and affixes of a language are stored and processed in the same component, the situation described in (1) is curious. Why should derivational affixes attach only to content words and their roots? And why shouldn't derivational affixation result in the creation of function words?

The 2 Lexicon Hypothesis allows the generalizations in (1) to fall out as a natural consequence of the form of the grammar. On the 2LH content words and derivational affixes are stored and processed in the Lexicon while function words and inflectional affixes are stored and process in the Phrasicon (2).

(2) The 2 Lexicon Hypothesis

```
  Lexicon
  Content Words (dog, eat, blue, yes-ter-day, etc.)
  Derivational Affixes (-ly, -ness, etc.)

  Phrasicon
  Function Words (the, and, to, if, etc.)
  Inflectional Affixes (-s 'plural', -ed 'past', etc.)
```

The form of the grammar in (2) derives the observations in (1) as follows. (a) CW stems may appear as input to derivational affixation. Derivational affixes have access to CW stems because they are in the same component of the grammar. (b) The output of derivational affixation is limited to CW stems. The creation of FWs in the Lexicon would violate the 2LH, since FWs only appear in the Phrasicon. (c, d) FWs may not appear as input to derivational affixation because FWs and derivational affixes are in different components of the grammar. According to the 2LH, function words and derivational affixes never 'meet': derivational affixation occurs only in the Lexicon and thus excludes function words in principle.

Generative treatments of English morphology including Aronoff (1976), Selkirk (1982), and Scalise (1984) stipulate that derivational affixes attach only to N, A, and V and that the output of such affixation is always N, A or V. These are the claims behind (1a) and (1b). (1a) allows the types of affixation shown below:

(3) CW + der > CW

<table>
<thead>
<tr>
<th>CW + der</th>
<th>examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>N + der &gt; N</td>
<td>kingdom</td>
</tr>
<tr>
<td>N + der &gt; A</td>
<td>education-al</td>
</tr>
<tr>
<td>N + der &gt; V</td>
<td>motor-ize</td>
</tr>
<tr>
<td>A + der &gt; N</td>
<td>fastidious-ness</td>
</tr>
<tr>
<td>A + der &gt; A</td>
<td>green-ish</td>
</tr>
<tr>
<td>A + der &gt; V</td>
<td>short-en</td>
</tr>
<tr>
<td>V + der &gt; N</td>
<td>invent-ion</td>
</tr>
<tr>
<td>V + der &gt; A</td>
<td>like-able</td>
</tr>
<tr>
<td>V + der &gt; V</td>
<td>re-arrange</td>
</tr>
</tbody>
</table>

Other languages show the same patterns. Ancient Greek and Latin also productively form nouns, verbs and adjectives stems from other noun, verb and adjective stems (see Chapter 2 for lists); the process is very common in most languages.

(1b) disallows the types of affixation in (4). Such formations are generally unattested.

(4) Unattested function words created by derivational affixation

<table>
<thead>
<tr>
<th>CW + der</th>
<th>FW</th>
</tr>
</thead>
<tbody>
<tr>
<td>*N + der &gt; Auxiliary</td>
<td>*V + der &gt; Auxiliary</td>
</tr>
<tr>
<td>*N + der &gt; Modal</td>
<td>*V + der &gt; Modal</td>
</tr>
<tr>
<td>*N + der &gt; Pronoun</td>
<td>*V + der &gt; Pronoun</td>
</tr>
<tr>
<td>*N + der &gt; Article</td>
<td>*V + der &gt; Article</td>
</tr>
<tr>
<td>*N + der &gt; Conjunction</td>
<td>*V + der &gt; Conjunction</td>
</tr>
<tr>
<td>*N + der &gt; Comp</td>
<td>*V + der &gt; Comp</td>
</tr>
<tr>
<td>*N + der &gt; Neg</td>
<td>*V + der &gt; Neg</td>
</tr>
</tbody>
</table>
$CW + \text{ der} \rightarrow FW$

*A + \text{ der} \rightarrow \text{ Auxiliary}*
*A + \text{ der} \rightarrow \text{ Modal}*
*A + \text{ der} \rightarrow \text{ Pronoun}*
*A + \text{ der} \rightarrow \text{ Article}*
*A + \text{ der} \rightarrow \text{ Conjunction}*
*A + \text{ der} \rightarrow \text{ Comp}*
*A + \text{ der} \rightarrow \text{ Neg}*

(Prepositions will be treated separately from other function words: see 4.3.)

The 2LH allows us to derive the generalizations in (3) and (4) rather than stipulate them. Only CW stems undergo derivational affixation because only CW stems are stored with derivational affixes. FWs are excluded from derivational affixation by the form of the grammar.

**Problem cases**

The 2LH incorrectly allows two sets of words to undergo derivational affixation: lexical adverbs and irregularly inflected words. Lexical adverbs like yesterday and twice are stored in the Lexicon according to the 2LH (they are not defined purely by discourse features, do not have reduced forms, are not skipped over in the formation of prosodic constituents, etc.) and thus should be eligible for derivational affixation. But they are not. Irregularly inflected content words (slept, fell, women, children) must also be listed in the Lexicon but they too fail to undergo derivational affixation. The problem is shared by other models such as Lexical Phonology: if these words are stored with dog and eat, they should be able to undergo the same morphological processes.

Irregularly inflected words are the easier case. They are memorized chunks that include both lexical and grammatical material that is no longer available for productive processes in the language. In this, they are similar to idioms. *It takes two to tango* is a memorized lexical chunk: modification of any of its parts is anomalous (*It took two to tango, *It is been taking two to tango for a long time now, etc.*). Just as we do not expect *It takes two to tango* to take derivational affixes like -ly and -ness, we should not expect memorized chunks like slept and men to take affixes like those in sleepy and many. Part of knowing the words slept and men involves knowing that they are fully inflected syntactic heads; as such they are ineligilbe for derivational affixation as fully inflected syntactic phrases like *It takes two to tango.*

The same argument can be extended to lexical adverbs. If regularly formed adverbs like quickly are inflected adjectives (see Chapter 1), then irregularly formed adverbs like once and twice must bear the same relation to one and two that slept and men bear to sleep and man: i.e., they are fully inflected syntactic heads that are memorized as chunks. As such, they are ineligible for word formation processes. Just as a speaker knows that a sentence (however memorized) is not a stem, she knows that an inflected word (however memorized) is not a stem.

Most of (1a) and (1b), then, is straightforwardly modeled by the 2LH. Function words are stored and processed in a lexicon distinct from the one that contains content words and derivational affixes. Content words thus form a natural class that is susceptible to derivational affixation, a process which turns CWs into other CWs. More importantly, perhaps, the 2LH ties the exclusion of FWs from derivation to other aspects of the grammar discussed already: first, that function words and inflectional affixes are not subject to minimal prosodic requirements (Chapter 2) and second, that function words and inflectional affixes are 'invisible' to the construction of prosodic domains (Chapter 3).

It remains to be shown, of course, that function words as a class do not undergo derivational affixation; if they did, the 2LH would be severely undermined because function words (stored in the Phrasicon) and derivational affixes (stored in the Lexicon) should never 'meet' according to the 2LH.
Affixes that derive words from function words are extremely rare. (1c) and (1d) (repeated here) jointly state that function words are not the input to affixation that derives new words from old words.

(5) Affixation: input, output

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>FW</td>
<td>der affix</td>
<td>CW</td>
</tr>
<tr>
<td>FW</td>
<td>der affix</td>
<td>FW</td>
</tr>
</tbody>
</table>

Modeling (5c) and (5d) with a single lexicon requires some stipulation: if derivational affixes attach to some words in the Lexicon, why not to all? The 2LH, on the other hand, captures (5c) and (5d) straightforwardly: derivational affixes do not attach to function words because derivational affixes and function words are stored and processed in different components of the grammar.

With only a handful of exceptions, content words in languages such as English, Ancient Greek and Latin are never composed of a function word and a derivational affix (*=untested). The 2LH correctly predicts the non-occurrence of the forms in (6):

(6) Content word types created by derivational affixation (* = untested)

| *Auxiliary | + der > N       | *Auxiliary | + der > V       |
| *Modal     | + der > N       | *Modal     | + der > V       |
| *Pronoun   | + der > N       | *Pronoun   | + der > V       |
| *Article   | + der > N       | *Article   | + der > V       |
| *Conjunction| + der > N      | *Conjunction| + der > V      |
| *Comp      | + der > N       | *Comp      | + der > V       |
| *Neg       | + der > N       | *Neg       | + der > V       |
|           | + der > A       |           | + der > A       |
|           | + der > A       |           | + der > A       |
|           | + der > A       |           | + der > A       |
|           | + der > A       |           | + der > A       |

Alternative Explanations

I have tried to argue that the non-occurrence of the structures in (1b-d) above is evidence for two lexicons: the central fact here is that derivational affixes rarely attach to function words—this is predicted by the form of the grammar given the 2LH, but must be stipulated with a single lexicon.

Undoubtedly, this sort of explanation will strike some as baroque. Isn't an alternative explanation available that does not require two lexicons? Perhaps something in the nature of function words is responsible for their inability to host derivational morphology.

Alternative 1: the Unitary Base Hypothesis.

Aronoff has argued that "the syntactico-semantic specification of the base, though it may be more or less complex, is always unique" (1976:48ff). That is, an affix that subcategorizes for, e.g., transitive verbs may not attach to nouns or adjectives and vice versa. If the UBH is correct, it follows that any affix that subcategorizes for nouns, verbs or adjectives cannot attach to pronouns, modals, determiners, conjunctions, etc. The restriction against [FW + der aff] would seem to follow from the UBH; if so, it adds no independent evidence for the 2LH.

But this sort of syntactic feature argument does not go through. The claim in (1c-d) is not that -ily, -able and -ness do not derive new words from function words but that no affixes derive new words from function words. The UBH does not preclude affixes whose sole function is to derive, e.g., nouns from modals; it merely precludes affixes that attach to words of one class from attaching to words of another.

Alternative 2: the Anaphor Hypothesis.

Postal (1969) argued that the inability of (at least certain) function words to host derivational affixes comes from their anaphoric nature. This is a semantic argument. On
the basis of sentences like those in (7) and (8), Postal claimed that lexical items in general are anaphoric islands, "where such an entity is a sentence part which cannot contain an anaphoric element whose antecedent lies outside of the part in question and which cannot contain the antecedent for anaphoric elements lying outside".

(7) a. Max's parents weren't married when he was conceived and yours weren't married then either.
b. *Max is a bastard and yours got married afterward too.
(8) a. Max's parents are dead but my parents are alive.
b. *Max is an orphan but mine are alive.

Thus in (7b) bastard is taken to be an anaphoric island which contains the antecedent (unmarried parents) for another anaphoric element yours; in (8b) orphan is an anaphoric island that contains the antecedent (parents) for mine.

Now consider the sentences below:

(9) a. McCarthy was glad that himistas were in the majority in the room.
b. Iroquois is such an interesting language family that the number of hisists has been growing rapidly.
c. When Murphy entered the room all of the himistas began to applaud.
d. When he poked her in the leg, the long-thought girl started to scream.

Anaphoric function words may not be embedded in morphological structure since any embedding would make them anaphoric islands; if function words in general are anaphoric, the prohibition against [FW + der aff] follows from the fact that derived words are anaphoric islands. Again, there is no need for the 2LH.

While Postal's analysis holds for function words insofar as they are anaphors, it does not rule out non-anaphoric aspects of function words. Function words are composed both of anaphoric and non-anaphoric features. *he, for instance, has an anaphoric feature that refers to a set of previously mentioned non-participants in the discourse as well as gender and number features that limit the referent to a single male member of that set. These gender and number features are not anaphoric and can be used in forms like *he-man,

where the relevant feature of he is, say, [-female]) and she-wolf, where the relevant feature of she is, say, [+female]. Thus while himita may not mean 'someone who adheres to his way of thinking', nothing prevents it from meaning, e.g., 'someone who adheres to male ways of thinking', 'someone devotes to men', etc.

Taking such non-anaphoric features into account, it is easy to construct any number of a priori possible content words derived from function words. We can imagine an affix -ark, for instance, that derives abstract nouns from modals:

(10) can-ark "potential"
    will-ark "necessity"
    won't-ark "impossibility"
    should-ark "probability"

or affixes that derive nouns from auxiliaries (11), determiners (12) or pronouns (13):

(11) be-ert "the present"
    will-ert "the future"
    was-ert "the past"

(12) the-ter "definiteness"
    a-ter "indefiniteness"
    some-ter "plurality"

(13) who-niss "character"
    what-niss "type"
    when-niss "time"
    where-niss "place"
    why-niss "reason"
    how-niss "manner"

or affixes that derive adjectives from deictic adverbs (14) or pronouns (15):

(14) here-an "close"
    there-an "distant"
    now-an "contemporary"
    then-an "archaic"
(15) he-lic 'male'  
    she-lic 'female'  
    it-lic 'inanimate'

or affixes that derive verbs from conjunctions (16):

(16) and-ler "add"  
    but-ler "subtract"  

In short, nothing in the syntax or semantics of function words makes them unfit for derivational affixation.

Alternative 3: the ω-Hypothesis

A final possibility is that the phonology of function words, rather than their syntax or semantics, is responsible for their not hosting derivational morphology.

Inkelas (1989) proposes that affixes impose both morphological and phonological requirements on their hosts. We might then propose that derivational affixes impose a minimal prosodic requirement on their hosts such that the host consist of at least a phonological word Ω (or Foot, or whatever). Since function words generally do not meet this minimal requirement (see above, Chapter 2), they will generally not be compatible with the prosodic subcategorization requirements of derivational affixes. Again, no appeal to a second lexicon is necessary, since *[FW + der aff] is ruled out on independently needed grounds.

But this cannot be right. At best it would work for monomoramic a and the. But the underlying status of a function word like can (eat) is the same as that of a content word like can (of soup)—namely, [ken]. Any affix that fails to attach to one should fail to attach to the other.

Nor can the distinction be one of derived prosodic constituency. That is, one might propose that can (of soup) undergoes a rule of prosodic constituency formation that makes it a freestanding phonological word; can (eat), on the other hand, fails to undergo this same rule (Chapter 3) and thus fails to become a freestanding phonological word; since derivational affixes only attach to freestanding phonological words, they cannot attach to function words.

The obvious problem here is that derivational affixes do not only attach to freestanding words. As Inkelas points out, many derivational affixes subcategorize for bound roots, i.e., for roots that may not stand on their own. Examples include the -fer of infer, transfer, confer, defer, the -mit of transmit, emit, permit, the -ology of psychology, biology, phenomenology, etc. And in a highly inflected word such as Ancient Greek or Latin, derivational affixes never attach to free-standing content words, since the only free-standing content words are those that are inflected. In such a language, derivation attaches to CW stems; the question remains, then, why derivation does not attach to FW stems.

Moreover, the existence of inflected function words (e.g., pronouns and articles) in languages such as Ancient Greek (ho-s ‘who-nom’) raises another problem for a prosodic analysis such as this. If inflectional affixes can attach to prosodically light stems, why can’t derivational affixes do the same? The problem is clearly not one of adding affixes to light stems, but of adding derivational affixes to light stems. The best that a prosodic analysis could do is stipulate that derivational affixes subcategorize for heavy stems.

I conclude that syntactic, semantic and phonological considerations are unable to independently rule out [FW + der aff] structures. Since the 2LH rules them out straightforwardly, I will take the fact that they do not occur (or occur only very rarely) as support for the existence of two lexicons in the grammar.

Prepositions and the Double Listing Hypothesis.

Following Emmonds (1985), I have assumed that there are both lexical and grammatical
nouns (joke, he), verbs (buy, be), adjectives (small, so) and prepositions (under, of). It
follows that only some of these (joke, buy, small, under) should undergo derivational
affixation while others (he, be, so, of) should not. This is a distinctly different claim than
the one which states that only N, A, V undergo affixation. The 2LH makes a distinction
between content words and function words, not between [N, A, V] and [P, det, Neg, Aux, Conj...].

Particularly interesting is the split between lexical and grammatical prepositions.
Pretheoretically, prepositions seem to fall between the cracks with respect to the
distinction between lexical and grammatical. On the lexical end are prepositions like
concerning and regarding (which contain verbal stems); on the grammatical end are
prepositions such as to and of (which are hard to picture); straddling the fence, as it were,
are prepositions like over and under (which are easy to picture, but hard to paraphrase).

Word-formation processes provide evidence that prepositions split into these three
categories: those that are lexical, those that are grammatical and those that are both.

Let us assume, then, that some words may appear both in the Lexicon (as content
words) and in the Phrasicon (as function words). I will call this the Double Listing
Hypothesis (DLH) and define it as follows:

(17) **Double-Listing Hypothesis:**

Some words are listed both in the Lexicon and Phrasicon

The Double-Listing Hypothesis (DLH) clearly weakens the 2 Lexicon Hypothesis in
terms of the predictions it makes. The affixation of some prepositions in English,
however, requires it. Fortunately, a number of independent considerations including the
split behavior of prepositions in compounding (below), in sentence-level stress (START),
and in the speech of Agrammatics (Chapter 6) point to the same conclusion: some
prepositions behave both like function words and like content words. The DLH is meant
to model this.

The 2LH and the DLH, then, are meant to account for a certain skewing in the
affixation of words in English. Whereas content words receive derivational affixes very
commonly, only a small handful of function words receive them. Function words are
postulated on the 2LH to be in a component of the grammar (the Phrasicon) that
derivational affixes have no access to. The few function words that do get such affixes
are postulated to be doubly-listed both in the Phrasicon (with other function words) and in
the Lexicon (with content words and derivational affixes). The 2LH models the general
case, that function words do not undergo derivational affixation. The Double Listing
Hypothesis models the exceptional case, that a certain number of function words do
undergo derivational affixation.

I turn now to the affixal evidence for Double Listing. This falls into two class: affixed
prepositions (inner, outing) and prepositional affixes (under-achiever, outdo).

**Affixed prepositions**

If prepositions are stored and processed only in the Phrasicon, they should not have
access to derivational affixes such as -ly, -able and -ness in the Lexicon. But this is not
the case. Derivational affixes attach to a number of prepositions to yield both nouns and
adjectives:

(18) **Affixed prepositions:**

<table>
<thead>
<tr>
<th>English</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>after</td>
<td>aftermost</td>
</tr>
<tr>
<td>down</td>
<td>downer</td>
</tr>
<tr>
<td>in</td>
<td>inner</td>
</tr>
<tr>
<td>off</td>
<td>offing</td>
</tr>
<tr>
<td></td>
<td>located nearest the end</td>
</tr>
<tr>
<td></td>
<td>'barbituate'</td>
</tr>
<tr>
<td></td>
<td>'descending'</td>
</tr>
<tr>
<td></td>
<td>'located further inside'</td>
</tr>
<tr>
<td></td>
<td>'period of a baseball game'</td>
</tr>
<tr>
<td></td>
<td>'located furthest inside'</td>
</tr>
<tr>
<td></td>
<td>'located inside'</td>
</tr>
<tr>
<td></td>
<td>'type of navel'</td>
</tr>
<tr>
<td></td>
<td>'distant part of the sea'</td>
</tr>
<tr>
<td></td>
<td>'aloof'</td>
</tr>
</tbody>
</table>
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The data in (18), then, provide a modicum of evidence that at least after, down, in, off, on, out, over, under and up are listed both in the Lexicon (where they take derivational affixes) and in the Phrasicon (where they may undergo late lexical insertion).

Affixed prepositions also occur in Ancient Greek though perhaps somewhat less frequently than in English:

<table>
<thead>
<tr>
<th>Affixed prepositions: Ancient Greek</th>
</tr>
</thead>
<tbody>
<tr>
<td>anti-á Zoo against:V:1 s</td>
</tr>
<tr>
<td>anti-áoo against:V:1 s</td>
</tr>
<tr>
<td>anti-és against:AV:1 sg</td>
</tr>
<tr>
<td>en-téa in:EN:pl</td>
</tr>
<tr>
<td>epi-sáai upon:AV:pl</td>
</tr>
<tr>
<td>kat-oóteros down:COMP:AV:mg</td>
</tr>
<tr>
<td>kat-oóteres down:COMP:AV:mg</td>
</tr>
<tr>
<td>meta-sáai after:AV:pl</td>
</tr>
<tr>
<td>pros-théos towards:ADV:AV:mg</td>
</tr>
</tbody>
</table>

(20) Affixed prepositions: Latin

<table>
<thead>
<tr>
<th>Latin</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant-ae</td>
<td>against:AV:pl</td>
</tr>
<tr>
<td>citer-ia</td>
<td>this side:AV:sg</td>
</tr>
<tr>
<td>contus-rías</td>
<td>against:AV:sg</td>
</tr>
<tr>
<td>contra-rías</td>
<td>against:AV:sg</td>
</tr>
<tr>
<td>ex-ter</td>
<td>out:DEP</td>
</tr>
<tr>
<td>extra-ae:ncus</td>
<td>outside:AV:sg</td>
</tr>
<tr>
<td>extra-ae:ncus</td>
<td>outside:AV:sg</td>
</tr>
<tr>
<td>inter-ior</td>
<td>inside:COMP:AV:pl</td>
</tr>
<tr>
<td>post-short:er:next:mg:pl</td>
<td></td>
</tr>
<tr>
<td>post-eraticat:av:sg</td>
<td></td>
</tr>
<tr>
<td>prop-inquaere: near:V:inf</td>
<td></td>
</tr>
<tr>
<td>prop-inquaere: near:AV:sg</td>
<td></td>
</tr>
<tr>
<td>prop-inquaere: near:AV:sg</td>
<td></td>
</tr>
<tr>
<td>super-nus</td>
<td>over:AV:sg</td>
</tr>
<tr>
<td>super-nus</td>
<td>over:AV:sg</td>
</tr>
<tr>
<td>ultra-lor</td>
<td>beyond:COMP</td>
</tr>
<tr>
<td>ult-imus</td>
<td>beyond:SUPER</td>
</tr>
</tbody>
</table>

Prepositional affixes

Prepositions may also serve as prefixes in these languages. This serves as additional evidence that prepositions are stored in the Lexicon, where they may be prefixed to content words.

(21) Prepositional affixes: English

<table>
<thead>
<tr>
<th>English</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>after</td>
<td>after</td>
</tr>
<tr>
<td>down</td>
<td>down</td>
</tr>
<tr>
<td>in</td>
<td>in</td>
</tr>
<tr>
<td>off</td>
<td>off</td>
</tr>
<tr>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>out</td>
<td>out</td>
</tr>
<tr>
<td>over</td>
<td>over</td>
</tr>
<tr>
<td>under</td>
<td>under</td>
</tr>
<tr>
<td>up</td>
<td>up</td>
</tr>
<tr>
<td>overconfident</td>
<td>overconfident</td>
</tr>
<tr>
<td>overfit</td>
<td>overfit</td>
</tr>
</tbody>
</table>

Latin has affixed prepositions as well, mostly abstract nominals and adjectives.
Affixed prepositions and prepositional affixes both indicate that at least some prepositions are susceptible to derivational affixation. On the model of grammar advocated here, this is seen as evidence that these prepositions are listed in the Lexicon (where they may receive derivational affixes) as well as in the Phrasicon (where they feed late lexical insertion, etc.). These prepositions are presumably listed as bound roots in the Lexicon, or as affixes. It is of course possible that all prepositions are doubly-listed, though the evidence does not favor this.

Some prepositions seem to be purely grammatical and they serve neither as affixes nor as roots for affixation. In English of, for, with and to are likely candidates: the fact that none undergoes affixation nor serves as an affix may be taken as evidence that these prepositions are not doubly-listed in the lexicon. Similarly for Ancient Greek ané ‘without’, dikhi ‘until’, mékhri ‘as far as’, hénélu ‘on account of’, and Latin apud ‘among’, cum ‘with’, sine ‘without’.

Other prepositions seem to be purely lexical. English concerning and regarding are deverbal prepositions and thus likely to be in the lexicon rather than the phrasicon. Ancient Greek has denominial khdris ‘for the sake of’ (acc sg of khris ‘grace’) and dikhen ‘after the manner of’ (acc sg of dikè ‘right’). And Latin has secundum ‘next to’ (sequor ‘follow’), versus ‘towards’ (verso ‘tum’), tenus ‘up to, as far as’ (teneo ‘hold’), and pone ‘behind’ (ponere ‘place, put’).

Affixation provides a preliminary partition of prepositions into purely lexical (regarding), purely grammatical (of) and doubly-listed (under). In the next section, compounding will be shown to make essentially the same partitioning in each language.

4.1.2 Affixation in the Phrasicon

The foregoing section has sought to show that derivational morphology is restricted to stems that are listed in the Lexicon. In the general case, i.e., omitting doubly-listed
words, this means that derivation attaches only to content words. I have tried to show that this follows straightforwardly from a 2 lexicon grammar in which the first serves as input to the second: words in the Phrasicon do not serve as input to the Lexicon, predicting that derivational affixes will not attach to function words.

But notice that nothing in the 2LH predicts that function words should not take inflectional affixes: indeed, if function words and inflectional affixes are stored in the same component of the grammar (like content words and derivational affixes), we expect inflected function words.

English is not a highly inflected language, but it does have some inflected pronouns (see below) and prepositions. Inflected prepositions are those that take the adverbial affixes -wards (homewards, northwards) and -ly (quickly).

(24) Inflected prepositions

<table>
<thead>
<tr>
<th>Inflected preposition</th>
<th>sg</th>
<th>pl</th>
</tr>
</thead>
</table>
| after wards >        | afterwards 'subsequently'
| afterwards           |    |
| afterwards           |    |
| downwards            |    |
| downwards            |    |
| inwards              |    |
| inwards              |    |
| outwards             |    |
| outwards             |    |
| upwards              |    |
| upwards              |    |
| over + ly >          | overly 'to an excessive degree' |

(Recall from Chapters 1 and 2 that adverbial affixes are treated as inflectional.) More highly inflected languages like Ancient Greek and Latin have a number of inflected function words.

Inflected pronouns

Consider the following pronouns from Ancient Greek and Latin.

(25) Inflected pronouns: Ancient Greek

<table>
<thead>
<tr>
<th>Inflected pronoun</th>
<th>sg</th>
<th>pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>who, what (interrogative)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>who, what (relative pronoun)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(26) Inflected pronouns: Latin

<table>
<thead>
<tr>
<th>Inflected pronoun</th>
<th>sg</th>
<th>pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>who, what (relative pronoun)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 The -n- in underlying ho-na is lost with compensatory lengthening to yield surface [hōa]; deletion of the nasal occurs in other forms as well (tis < tin-s, etc.).
Inflected pronouns in English are less common than in Ancient Greek or Latin. Many case-forms of pronouns in English are suppletive (I, me, we, us). Inflectional affixes can still be seen, however, in who vs. whose vs. whom where the [z] and [m] mark possessor and object case, respectively; and perhaps in you vs. your.

**Inflected determiners**

Inflected articles and demonstrative adjectives have been lost in English but are familiar from languages like German, Spanish and French: e.g., German 'a' ein (m), eine (f), ein (n); 'this' dieser (m), diese (f), diese (n). Ancient Greek and Latin inflected determiners include the following.

(27) Inflected articles: Ancient Greek

<table>
<thead>
<tr>
<th>'the' (definite article)</th>
<th>sg</th>
<th>pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>masc:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>bo</td>
<td>bo-i</td>
</tr>
<tr>
<td>gen</td>
<td>tó-u</td>
<td>tó-on</td>
</tr>
<tr>
<td>dat</td>
<td>tó-oi</td>
<td>tó-is</td>
</tr>
<tr>
<td>acc</td>
<td>tó-n</td>
<td>tó-s</td>
</tr>
<tr>
<td>fem:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>hēk</td>
<td>hē</td>
</tr>
<tr>
<td>gen</td>
<td>tóo-s</td>
<td>tó-on</td>
</tr>
<tr>
<td>dat</td>
<td>tóe-i</td>
<td>tó-is</td>
</tr>
<tr>
<td>acc</td>
<td>tóo-n</td>
<td>tó-s</td>
</tr>
<tr>
<td>neut:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>tó</td>
<td>tó</td>
</tr>
<tr>
<td>gen</td>
<td>tó-u</td>
<td>tó-on</td>
</tr>
<tr>
<td>dat</td>
<td>tó-oi</td>
<td>tó-is</td>
</tr>
<tr>
<td>acc</td>
<td>tó</td>
<td>tó</td>
</tr>
</tbody>
</table>

(28) Inflected demonstratives: Latin

<table>
<thead>
<tr>
<th>'that' (demonstrative adjective)</th>
<th>sg</th>
<th>pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>masc:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>ille</td>
<td>ill-i</td>
</tr>
<tr>
<td>gen</td>
<td>illi-us</td>
<td>illo-orun</td>
</tr>
<tr>
<td>dat</td>
<td>illi-i</td>
<td>ill-is</td>
</tr>
<tr>
<td>acc</td>
<td>illu-m</td>
<td>ill-o-es</td>
</tr>
<tr>
<td>abl</td>
<td>illo-o</td>
<td>ill-is</td>
</tr>
<tr>
<td>fem:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>illa</td>
<td>illa-e</td>
</tr>
<tr>
<td>gen</td>
<td>illi-us</td>
<td>illa-arun</td>
</tr>
<tr>
<td>dat</td>
<td>illi-i</td>
<td>ill-is</td>
</tr>
<tr>
<td>acc</td>
<td>illa-m</td>
<td>illa-as</td>
</tr>
<tr>
<td>abl</td>
<td>illa-a</td>
<td>illa-is</td>
</tr>
<tr>
<td>neut:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>illu-d</td>
<td>illa</td>
</tr>
<tr>
<td>gen</td>
<td>illi-us</td>
<td>illo-orun</td>
</tr>
<tr>
<td>dat</td>
<td>illi-i</td>
<td>ill-is</td>
</tr>
<tr>
<td>acc</td>
<td>illu-d</td>
<td>illa</td>
</tr>
<tr>
<td>abl</td>
<td>illo-o</td>
<td>ill-is</td>
</tr>
</tbody>
</table>

**Inflected grammatical adjectives**

Possessive pronominal adjectives in these languages take the same agreement affixes as other inflected adjectives.

(29) Inflected pronominal adjectives: Ancient Greek

<table>
<thead>
<tr>
<th>'my' (pronominal adjective)</th>
<th>sg</th>
<th>pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>masc:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>emó-s</td>
<td>emo-i</td>
</tr>
<tr>
<td>gen</td>
<td>emó-u</td>
<td>emó-on</td>
</tr>
<tr>
<td>dat</td>
<td>emó-o</td>
<td>emó-is</td>
</tr>
<tr>
<td>acc</td>
<td>emó-n</td>
<td>emó-as</td>
</tr>
<tr>
<td>fem:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>eméé</td>
<td>eméé</td>
</tr>
<tr>
<td>gen</td>
<td>eméé-s</td>
<td>eméé-on</td>
</tr>
<tr>
<td>dat</td>
<td>eméé</td>
<td>eméé-is</td>
</tr>
<tr>
<td>acc</td>
<td>eméé-n</td>
<td>eméé-as</td>
</tr>
<tr>
<td>neut:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nom</td>
<td>emó-n</td>
<td>emó</td>
</tr>
<tr>
<td>gen</td>
<td>emó-u</td>
<td>emó-on</td>
</tr>
</tbody>
</table>
(30) Inflected pronominal adjectives: Latin

\[ \text{my'} \] (pronominal adjective)

\[
\begin{array}{cccc}
\text{sg} & \text{pl} \\
\text{nom} & \text{meu-s} & \text{mei-i} \\
\text{gen} & \text{mei-i} & \text{meo-orum} \\
\text{dat} & \text{meo-o} & \text{meo-is} \\
\text{acc} & \text{meu-m} & \text{meo-os} \\
\text{abl} & \text{meo-o} & \text{m3-iis} \\
\end{array}
\]

Despite the limited number of inflected function words in English, more highly inflected languages like Latin and Ancient Greek are full of them. Thus the prediction made by the 2LH, that function words and inflectional affixes should combine, is borne out. The (near-)lack of inflected function words in English only reflects the impoverished inflection system in that language.

Summary

There are two kinds of words (content, function) and two kinds of affixes (derivation, inflection) in a language like English or Latin. We thus expect four kinds of affixed words, as follows:

(31) Word-Affix combinations

<table>
<thead>
<tr>
<th>Content Word</th>
<th>Derivation</th>
<th>Inflection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function Word</td>
<td>CW + der</td>
<td>CW + infl</td>
</tr>
<tr>
<td></td>
<td>-------</td>
<td>-------</td>
</tr>
</tbody>
</table>

In a number of languages, however, we find the bottom-left cell unfilled. Since this is a robust phenomenon, we would like something in the grammar to account for it naturally. The 2 Lexicon Hypothesis allows us to account for the empty cell in the following way.

Content words and derivation are stored in the Lexicon, function words and inflection in the Phrasicon; the Lexicon feeds the Phrasicon.

(32) The 2 Lexicon Hypothesis

![Lexicon Diagram]

Content words and derivational affixes meet in the Lexicon (CW + der); function words and inflectional affixes meet in the Phrasicon (FW + infl); content words (more precisely, stems) and inflectional affixes meet when the output of the Lexicon is input to the Phrasicon (CW + infl). Since the Phrasicon does not feed the Lexicon, function words and derivational affixes never meet (*FW + der).

4.2 Compounding

In addition to affixation, most languages also form new words by compounding, adding a word to a word to form a new word. Compounding differs from affixation in that both items that undergo the process are words. This section will look into compounding as it
occurs in English, Ancient Greek and Latin. I will try to show that restrictions on compounding further support the separation of the vocabulary into 2 lexicons.

The evidence is of two types: the first involves the input to compounding, i.e., which words can be compounded with which words. The second involves the output of compounding, i.e., the properties of compounded words.

Input restrictions on compounding involve a general (though not absolute) prohibition on compounding CWs with FWs: compounds like *dog-the, *if-red, *of-eat, etc. are not encountered in any of these languages. This is predicted by the 2LH if compounding only applies to words that occur within a single lexicon: e.g., dog and the are in different lexicons and therefore cannot undergo the same word formation process. In its most general formulation, the 2LH allows FW/FW and CW/CW compounds only; both of these will be shown to be quite common. More importantly, it will be shown that FW/FW compounds have a number of different features than CW/CW compounds: this will be taken as evidence that compounding-in-the-Lexicon and compounding-in-the-Phrasicon are different word-formation processes and thus as evidence for the 2LH.

The double-listing hypothesis (DLH) introduces an interesting twist: words that are doubly-listed in the Lexicon and Phrasicon (e.g., after, down, in, off, on, out, over, up) should be able to undergo compounding both with CWs that appear only in the Lexicon and with FWs that appear only in the Phrasicon; this prediction is generally borne out. Function words that were hypothesized to be doubly-listed because they took derivational affixes are shown to undergo compounding both with content words (in-depth, in-lay, selfbase, self-aware) and with function words (within, into, herself, myself).

Output restrictions on compounds differ greatly depending on whether the compound in question has a content word in it or not. In English, for instance, FW/FW compounds generally have a [0 1] stress contour (within, himself), whereas CW/CW compounds generally have a [1 2] stress contour (birth-st, movie-ticket). Similarly, compounding with CWs is both recursive and productive, but compounding with only FWs is neither recursive nor productive. These and other considerations lead to clear distinction between compounding-in-the-Lexicon and compounding-in-the-Phrasicon, a distinction that adds considerable weight to the 2LH.

4.2.1 Compounding in the Lexicon
In English, Ancient Greek and Latin, content words enter into compounds only (a) with other content words and (b) with a small set of pronouns and prepositions. (a) follows directly from the 2LH if we assume that compounding occurs only within a single lexicon: if content words and function words are stored and processed in separate lexicons, a compounding rule which 'sees' one will necessarily not 'see' the other. (b) is compatible with the 2LH given the Double Listing Hypothesis: only those prepositions and pronouns that are listed both in the Lexicon and in the Phrasicon may undergo compounding with content words—FWs that are not doubly listed will not enter into compounds with CWs.

Input restrictions on Lexical compounding
It has often been claimed that both words in an English compound must be N, A, V or P.

Thus, Selkirk states that

Compounds in English are a type of word structure made up of two constituents, each belonging to one of the categories Noun, Adjective, Verb, or Preposition. The compound itself may belong to the category Noun, Verb, or Adjective.

(1972:13)

But such a claim is too strong: it rules out compounds consisting of [adverb + CW] and [pronoun + CW] of the type shown below.
(33) \textit{[adverb + CW] compounds: English}  \\
    \begin{itemize}
    \item \textit{well} \hspace{1cm} well-bred, well-endowed, well-meaning, well-wisher, etc.
    \item \textit{ill} \hspace{1cm} ill-advised, ill-bred, ill-conceived, etc.
    \item \textit{ever} \hspace{1cm} ever-green, ever-lasting, ever-present, etc.
    \item \textit{far} \hspace{1cm} far-fetchèd, far-reaching, far-seeing, far-sighted, etc.
    \item \textit{hard} \hspace{1cm} hard-working, hard-hitting, hard-wired, hard-earned, etc.
    \end{itemize}

(34) \textit{[pronoun + CW] compounds: English}  \\
    \begin{itemize}
    \item \textit{all} \hspace{1cm} all-American, all-consuming, all-seeing, all-important, all-sor, etc.
    \item \textit{self} \hspace{1cm} self-determination, self-destructive, self-love, self-made, self-socker, etc.
    \end{itemize}

Similar facts obtain for Ancient Greek and Latin:

(35) \textit{[adverb + CW] compounds: Ancient Greek}  \\
    \begin{itemize}
    \item \textit{eu ‘well’} \hspace{1cm} eu-tukheôs ‘happy’  (lit: ‘well-chanced’)
    \item \textit{dys ‘ill’} \hspace{1cm} dus-tukheôs ‘unhappy’  (lit: ‘ill-chanced’)
    \item \textit{aei ‘ever’} \hspace{1cm} aei-khrónios ‘everlasting’  (lit: ‘ever-timed’)
    \item \textit{páli ‘long ago’} \hspace{1cm} palai-genôs ‘born long ago’
    \end{itemize}

(36) \textit{[pronoun + CW] compounds: Ancient Greek}  \\
    \begin{itemize}
    \item \textit{pan ‘all’} \hspace{1cm} pan-thênaia ‘all-Athenian’
    \item \textit{auto ‘self’} \hspace{1cm} auto-ktônos ‘self-slaying’
    \end{itemize}

(37) \textit{[adverb + CW] compounds: Latin}  \\
    \begin{itemize}
    \item \textit{bene ‘well’} \hspace{1cm} bene-dicito ‘praise’  (lit: ‘well-speech’)
    \item \textit{male ‘ill’} \hspace{1cm} male-factor ‘evil-doer’
    \item \textit{diu ‘long’} \hspace{1cm} dia-tinus ‘long-lasting’
    \end{itemize}

(38) \textit{[pronoun + CW] compounds: Latin}  \\
    \begin{itemize}
    \item \textit{omnis ‘all’} \hspace{1cm} omnipotens ‘all-powerful’
    \item \textit{se ‘self’} \hspace{1cm} se-cudo ‘lic alone’
    \end{itemize}

The constituents of a compound, then, may be one of (N, A, V, Adv, Preposition, Pronoun), at least for certain adverbs, prepositions and pronouns. Except for the pronouns, this is exactly the set of lexical items now contained within the Lexicon according to the 2LH, augmented with the Double-Listing Hypothesis. If we assume that \textit{all} and \textit{self} are also doubly listed in these languages, we may state the restriction on compounding as follows:

(39) The input to compounding-in-the-Lexicon consists only of the words in the Lexicon.

(Some support for the double-listing of \textit{self} comes from the fact that it may take derivational affixes, at least in English (selfish, selfless); \textit{all} has no such additional evidence for double-listing.)

Note that (39) does not predict that \textit{all} prepositions and pronouns may be compounded with CWs, but only those that are in the Lexicon. Of the 40 or so prepositions in English, half do not occur in compounds at all; another group occur in only one or two compounds:

(40) Prepositions that do not undergo compounding  \\
    across \hspace{1cm} beneath \hspace{1cm} for \hspace{1cm} till  \\
    against \hspace{1cm} beyond \hspace{1cm} from \hspace{1cm} to  \\
    around \hspace{1cm} but \hspace{1cm} of \hspace{1cm} towards  \\
    at \hspace{1cm} during \hspace{1cm} round \hspace{1cm} until  \\
    below \hspace{1cm} except \hspace{1cm} since \hspace{1cm} with

(41) Prepositions that non-productively undergo compounding  \\
    above \hspace{1cm} above-board, above-ground  \\
    about \hspace{1cm} about-face  \\
    along \hspace{1cm} alongshore  \\
    among \hspace{1cm} alongside  \\
    before \hspace{1cm} beforehand  \\
    behind \hspace{1cm} behindhand  \\
    between \hspace{1cm} between-times  \\
    like \hspace{1cm} like-minded  \\
    through \hspace{1cm} through-street, through-way

Whether the prepositions above are listed in the Lexicon as well as the Phrasicon is an
open question; but it is significant that none of these prepositions occur with affixes.

Now consider the prepositions that do actively undergo compounding with CWs:

(42) Prepositions that actively undergo compounding with CWs
     after afterbirth, after-burner, after-shock, afterglow, after-hours, etc.
     by by-election, by-go, by-law, by-line, bypass, by-product, etc.
     down down-town, down-play, down-beat, down-stairs, down-grade, etc.
     in in-bred, income, in-cave, input, in-land, incoming, inbred etc.
     off offspring, offset, off-shoot, off-color, off-hand, offshore, etc.
     on on-looker, on-line, oncoming, ongoing, on-stage, offshore, etc.
     out out-house, out-break, out-run, outset, outspoken, outright (adv), etc.
     over over-abundance, overtime, over-achieve, over-active, overlay, etc.
     under undercoat, under-achieve, understaffed, under way, under-frame, etc.
     up uproot, upstroke, upstage, upstream, upkeep, upbeat, upshot, etc.

This list is almost identical to the list of prepositions that take affixes (only by and under do not occur with affixes). Thus the double-listing of a large number of prepositions is supported both by affixation and by compounding.

Ancient Greek and Latin show a similar pattern. The prepositions that actively compound with content words (i) are essentially the same as those that are prefixed to content words and (ii) include those that take derivational affixes. Partial lists of these may be found above in (22) and (23). I have assumed here that a distinction may be drawn between prefixed prepositions and prepositional compounds in these languages, as in English (under-pawl, over-hand). The only diagnostic for such a distinction is the semantics of the preposition: prepositions retain their normal semantics in compounds, but take on different semantics as prefixes. Thus the claim in (i) is somewhat tenuous.

To review, the 2LH (with double-listing) predicts that the following types of compounds should be possible in the English Lexicon:

(43) Possible types of compounds predicted by 2LH/DLH
     (+) N V A Adv Pro Prep
     N + + + + + +
     V + + + + + +
     Adj + + + + + +
     Adv + + + + + +
     Pro + + + + + +
     Prep + + + + + +

(Recall that 'Prep' here stands only for those prepositions postulated to be in the Lexicon; likewise 'Pro' stands only for all and self.) Only a subset of these are actual compounds in English:

(44) Attested English compounds

<table>
<thead>
<tr>
<th>Nouns</th>
<th>Verbs</th>
<th>Adjectives</th>
<th>Adverbs</th>
<th>Pronouns</th>
<th>Prepositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>N book-store</td>
<td>V sky-dive</td>
<td>Adj sky-blue</td>
<td>Adv catch-all</td>
<td>Pronouns runner-up</td>
<td></td>
</tr>
<tr>
<td>Adj blackberry</td>
<td>N grey-green</td>
<td>A black-out</td>
<td>V drive-in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adv wellbeing</td>
<td>Pro ready-made</td>
<td>Adv well-founded</td>
<td>N right-on</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prep understanding</td>
<td>Prep over-feed</td>
<td>N in-grown</td>
<td>Prep downright</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Similarly, for Ancient Greek and Latin: both languages fill out most, but not all of the predicted possibilities. The 2LH with double-listing thus allows slightly more than is actually attested in these languages. But it is important to see as well what the 2LH with double-listing does not allow; for here its superiority to a single-Lexicon grammar is more evident. The 2LH and DLH, as given so far, are not compatible with any of the following types of compounds:

(45) [CW + FW] compounds

<table>
<thead>
<tr>
<th>Noun-based</th>
<th>Verb-based</th>
<th>Adj-based</th>
<th>Adv-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>[N + Aux]</td>
<td>[V + Aux]</td>
<td>[A + Modal]</td>
<td>[Adv + Modal]</td>
</tr>
<tr>
<td>[N + Modal]</td>
<td>[V + Modal]</td>
<td>[A + Aux]</td>
<td>[Adv + Aux]</td>
</tr>
<tr>
<td>[N + Det]</td>
<td>[V + Det]</td>
<td>[A + Det]</td>
<td>[Adv + Det]</td>
</tr>
<tr>
<td>[N + Conj]</td>
<td>[V + Conj]</td>
<td>[A + Conj]</td>
<td>[Adv + Conj]</td>
</tr>
<tr>
<td>[N + Comp]</td>
<td>[V + Comp]</td>
<td>[A + Comp]</td>
<td>[Adv + Comp]</td>
</tr>
<tr>
<td>[N + Neg]</td>
<td>[V + Neg]</td>
<td>[A + Neg]</td>
<td>[Adv + Neg]</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>[FW + CW] compounds</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Aux + N]</td>
<td>[Aux + V]</td>
<td>[Aux + Adj]</td>
<td>[Aux + Adv]</td>
</tr>
<tr>
<td>[Modal + N]</td>
<td>[Modal + V]</td>
<td>[Modal + Adj]</td>
<td>[Modal + Adv]</td>
</tr>
<tr>
<td>[Det + N]</td>
<td>[Det + V]</td>
<td>[Det + Adj]</td>
<td>[Det + Adv]</td>
</tr>
<tr>
<td>[Conj + N]</td>
<td>[Conj + V]</td>
<td>[Conj + Adj]</td>
<td>[Conj + Adv]</td>
</tr>
<tr>
<td>[Comp + N]</td>
<td>[Comp + V]</td>
<td>[Comp + Adj]</td>
<td>[Comp + Adv]</td>
</tr>
<tr>
<td>[Neg + N]</td>
<td>[Neg + V]</td>
<td>[Neg + Adj]</td>
<td>[Neg + Adv]</td>
</tr>
</tbody>
</table>

That is, if word-formation (affixation and compounding) occurs only among words within a particular lexicon (the Lexicon or the Phrasicon), compounds composed of a content word and a (singly-listed) function word are predicted not to occur. And this is the case for English, Ancient Greek and Latin, none of which allows these types of compounds.

Undoubtedly, most of the hypothetical compounds in (36) and (37) would not make useful words for naming situations and objects in everyday life; perhaps they may be ruled out on purely pragmatic grounds. Perhaps their non-existence isn't evidence for two lexicons, but merely for two types of words.

Perhaps. But this assumes that the semantic contribution of function words in compounds is essentially the same as the semantic contribution they make when they occur as free-standing words. We have already seen many cases in which this is not true: e.g., the out in black-out and out-run has little to do semantically with the out in fell out of the the window. Why should it and of be any different than out?

Output restrictions on Lexical compounding

The result of lexical compounding in English, Ancient Greek and Latin is subject to a number of restrictions. That is, when we consider compounds that have at least one content word in them, a number of generalizations emerge. These are not the same generalizations that emerge from non-Lexical compounding (compounding-in-the-

Properties of Lexical compounds: English

Stress: Stress in English lexical compounds (LCs) is usually on the first word, with secondary stress on the second: dräg-stör, champägne-glas. A smaller number of compounds have primary stress on both members: réd-höt, sélf-adöptive. Compounds whose first member is out, over, or under generally have primary stress on the second member, with secondary stress on the first. A few compounds have no secondary stress: craftsman, fireman.

(47) Stress-types in Lexical compounds

Preferred: | | 1 | 2 |
---|---|---|---|
bird-watcher |

Other: | | 1 | 1 | 2 | 1 | 1 | 0 |
---|---|---|---|---|---|---|
gräss-green | over-eat | policeman |

Stripping. The first member of a LC is generally stripped of inflectional affixes such as plural or tense: bird-watcher, *birds-watchers; run-away, *runs-away. Phrases too are stripped of function words when they are compounded. As Marchand puts it.

In a composite word occurs as a pure nondeterminate semanteme. Elements of syntactic reference are omitted. Flexional endings insofar as they express relation do not occur, i.e., we find no genitive, nor do we use prepositions which have a similar function. Cf. we go to the theater and theater goer, we ride on a boat and boat ride, we fight for freedom and freedom fighter, we rely on him and unreliable. It is only in the type uncalled-for that the particle is taken to be a lexical part of the verb rather than a syntactic element of relation.

The position of the plural as a first element of compounds is not tied up with the question of section, and flexional endings therefore would play a different part for the plural in that respect. However, the idea of plural as a mere grammatical expression of plurality contradicts the principle of the nondeterminateness of the first compound member. In English, plurals do not usually occur in compounds or derivatives: toothbrush, man-eater.
man-killing, moth-eaten, two-seater, toothless.

Linguistic elements that serve to place a statement in an actual speech situation... are omitted. No determiners (articles, pronouns) occur; ‘we go to the theater’, but theater goer without the article, ‘they govern (them)selves’, but self-government.

The semanteme does not include tense, which is an element added to place the verbal idea in an actual time frame. Minicocat is from ‘the meat has been minced’, draw-bridge from ‘the bridge will be, is to be drawn’.

Exceptions to the proceeding rules are observed with certain exocentric combinations as sit-by-the-fire, stay-at-home, kiss-me-quick, reach-me-down... i.e., derivations from exclamatory sentences, quotations or the like.

(1969:38)

Stripping is straightforwardly predicted by the 2LH: function words and inflectional affixes are omitted in LCs because they are not stored where LCs are formed. Compounding-in-the-Lexicon has access only to content words and doubly-listed function words (over-arched). Note that derivational affixes on content words are generally not stripped: divinity school (*divine school), chewing gum (*chew gum), Swedish-American (*Swede-American). Again, this is compatible with the claim that the Lexicon is the domain of the (uninflected) stem and it is this stem that undergoes lexical compounding.

Headedness. English compounds are generally right headed in two ways (see Selkirk 1972 for a fuller discussion). First, the right-most member usually determines the part-of-speech of the compound as a whole: race-horse (a type of horse) vs. horse-race (a type of race). (Exceptional cases include Adj where we would expect N (underwater, undersea, underweight), N where we would expect V (nosebleed, sunset, earthquake), N where we might expect P (sit-in, dug-out)). Second, the right-most member usually determines the sense of of the compound as a whole: a cat-nap is a type of nap, not a type of cat; under-ripe is a degree of ripeness not a type of under-ness, and so on.

Recursiveness. Compounds may generally be recursively embedded within each other in English. From finger and nail we get finger-nail; then finger-nail polish, finger-nail polish remover, finger-nail polish remover bottle, finger-nail polish remover bottle cap, finger-nail polish remover bottle cap cover, etc.

Productivity. Not all types of LC are productive in English, but those that are are generally very productive. Aside from verb-adjective, noun-verb, adjective-verb and verb-verb compounds, most LC types are highly productive (cf. Recursiveness).

Lexicality. The output of English compounding is restricted to nouns, verbs and adjectives. Unlike affixation-in-the-Lexicon, compounding-in-the-Lexicon never produces prepositions or adverbs. This may be captured with an output filter on compounding-in-the-Lexicon (cf. Aronoff 1976; Selkirk 1982; Scalise 1984):

(48) The output of English compounding is N, A or V.

The major properties of English compounds may be summed up as follows; note that these are strong tendencies rather than exceptionless generalizations.

(49) Properties of lexical compounds: English
   a. Preferred Stress: [1 2]
   b. Stripping: yes
   c. Headedness: right
   d. Recursiveness: yes
   e. Productivity: N, A, or V
   f. Lexicality: M, A, or V

(a) - (f) hold of Ancient Greek and Latin as well, with a few exceptions. The following LCs are typical of these languages:

(50) Lexical Compounds: Ancient Greek
    eaa-makh-i a  ship: battle: N f sg
    glkki-piko-s  sweet: bitter: A m sg
    sum-makh-omai  with: fight: I sg mid

    Naval battle' N
    'sweetly bitter' A
    'fight along with' V
(51) Lexical Compounds: Latin

- su-ovo-taur-ilia: pig/sheep/bull:N f sg 'type of sacrifice' N
- omni-poten-s: all:powered:A m sg 'omnipotent' A
- carni-sico: flesh:make:V l sg 'execute, behoed' V

As the examples suggest, compounds in these languages are built on stripped stems (b), are generally right-headed (c), recursive (d), productive (e) and result in nouns, verbs and adjectives (f). The main difference between English LCs and its classical counterparts is stress: English has a distinctive compound stress, where Ancient Greek and Latin stressed compounds essentially the same as other orthotonic words.

(52) Properties of lexical compounds: Ancient Greek and Latin

- a. Preferred Stress: n/a
- b. Stripping: yes
- c. Headedness: right
- d. Recursiveness: yes
- e. Productivity: yes
- f. Lexicality: N, A, or V

For the most part, then, English, Ancient Greek and Latin LCs share the same properties. But these languages have non-lexical compounds as well, and these compounds have traits essentially opposite to those of LCs.

4.2.2 Compounding in the Phrasicon

Whereas Lexical compounding has been dealt with extensively in the literature, much less work has been done on compounding involving function words. In those cases where function words are compounded with other words, we may distinguish two cases: first, those predicted by the Double Listing Hypothesis, whereby certain prepositions and pronouns are compounded with content words; these cases have already been dealt with. Second, there are cases of function words compounded with other function words—this does not require double-listing, of course, since the 2LH allows for compounding-in-the-

Phrasicon. Such compounds may be called non-lexical compounds (NLCs) or, to look ahead a bit, *portmanteau*.

**Input and output restrictions on non-Lexical compounding**

The literature on compounding has concentrated almost exclusively on compounds that contain at least one lexical (N, A, V) item and produce one lexical item (N, A, V): compounds that consist only of function words or are themselves function words are generally assumed not to exist. This has resulted in the following putative constraints on English compounding:

(53) Input Constraint: Only N, A, V, P may undergo compounding.

(54) Output Constraint: Only N, A, V may be produced by compounding.

Such constraints are implicit in the work of a number of authors:

Comounds in English are a type of word structure made up of two constituents, each belonging to one of the categories Noun, Adjective, Verb, or Preposition. The compound may belong to the category Noun, Verb, or Adjective. (Selkirk 1972:13)

All regular word-formation processes [including compounding--CG.] are word-based. A new word is formed by applying a regular rule to a single already existing word. Both the new word and the existing one are members of major lexical categories. (Aronoff 1976:21)

A more speculative possibility is that lexical rules apply to lexical categories only, that is, to such categories as Noun, Verb, Adjective, Adverb, but not to such categories as Determiner, Pronoun, Auxiliary, Complementizer, Conjunction, Interjection.... By excluding nonlexical categories from the lexical system we account...for their failure to enter into word-formation processes [affixation and compounding--CG, emphasis mine] and...for their failure to undergo rules of lexical phonology. (Kiparsky 1983:4)
The statements above are not true of English. As Marchand points out:

Compounding occurs in all word classes. There are compound substantives, verbs, pronouns, and particles (conjunctions and prepositions). The strongest group is that of substantives. Next come compound adjectives, then verbs. There is a small group of compound pronouns (the pronominal adverbs included), conjunctions and prepositions, which is naturally restricted. (1969:30)

Consider the NLCs below:

(55) Reflexive Pronouns

<table>
<thead>
<tr>
<th>myself</th>
<th>yourself</th>
<th>herself</th>
<th>himself</th>
<th>itself</th>
</tr>
</thead>
<tbody>
<tr>
<td>ourselves</td>
<td>yourselves</td>
<td>themselves</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(56) Indefinite Pronouns

<table>
<thead>
<tr>
<th>whatever</th>
<th>whichever</th>
<th>whoever</th>
<th>whomever</th>
</tr>
</thead>
<tbody>
<tr>
<td>whatsoever</td>
<td>whosesoever</td>
<td>whatsoever</td>
<td>whomesoever</td>
</tr>
</tbody>
</table>

(57) Pronominal Adverbs

<table>
<thead>
<tr>
<th>hercabeth</th>
<th>hereunto</th>
<th>thereunto</th>
<th>whereunto</th>
</tr>
</thead>
<tbody>
<tr>
<td>hercabee</td>
<td>hereunto</td>
<td>thereunto</td>
<td>whereunto</td>
</tr>
<tr>
<td>hereafter</td>
<td>herewith</td>
<td>therefore</td>
<td>throughout</td>
</tr>
<tr>
<td>hereby</td>
<td>hereunto</td>
<td>therewith</td>
<td>therewithal</td>
</tr>
<tr>
<td>heretofor</td>
<td>thereunto</td>
<td>therewithal</td>
<td>therewith</td>
</tr>
<tr>
<td>hereof</td>
<td>thereunto</td>
<td>therewithal</td>
<td>therewith</td>
</tr>
</tbody>
</table>

(58) Compound Conjunctions

<table>
<thead>
<tr>
<th>however</th>
<th>whosesoever</th>
<th>wherefrom</th>
<th>whereunto</th>
</tr>
</thead>
<tbody>
<tr>
<td>whoseas</td>
<td>wherein</td>
<td>wherefrom</td>
<td>whereunto</td>
</tr>
<tr>
<td>wherever</td>
<td>wherein</td>
<td>wherefrom</td>
<td>whereunto</td>
</tr>
<tr>
<td>whereby</td>
<td>wherein</td>
<td>wherefrom</td>
<td>whereunto</td>
</tr>
</tbody>
</table>

(59) Compound Prepositions

<table>
<thead>
<tr>
<th>into</th>
<th>throughout</th>
<th>within</th>
<th>without</th>
</tr>
</thead>
<tbody>
<tr>
<td>onto</td>
<td>upon</td>
<td>within</td>
<td>without</td>
</tr>
</tbody>
</table>

NLCs include compounds composed of pronouns and adverbs, violating the claim that compounds consist only of N, A, V, or P. NLCs also include compounds that function as pronouns, adverbs, conjunctions and prepositions, violating the claim that compounds must be of the category N, A or V. Thus, although (53) and (54) are trivially true of LCs, they are not true of NLCs. The point here is that compounding-in-the-Lexicon and compounding-in-the-Phrasicon are different processes, subject to different input constraints.

NLCs are subject to different output constraints than LCs as well. These include stress, stripping, headedness, recursiveness, productivity and lexicality.

Stress. The most common compound stress for [FW + FW] compounds is [0 1]. All disyllabic reflexives, compound prepositions (except into and onto) and here-, there-compounds are stressed this way:

(60) Main stress-pattern in non-lexical compounds: English

<table>
<thead>
<tr>
<th>Reflexives</th>
<th>Prepositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>myself</td>
<td>within</td>
</tr>
<tr>
<td>however</td>
<td>within</td>
</tr>
<tr>
<td>yourself</td>
<td>without</td>
</tr>
<tr>
<td>herself</td>
<td>upon</td>
</tr>
<tr>
<td>himself</td>
<td>throughout</td>
</tr>
<tr>
<td>itself</td>
<td>throughout</td>
</tr>
<tr>
<td>ourselves</td>
<td>throughout</td>
</tr>
<tr>
<td>yourselves</td>
<td>throughout</td>
</tr>
<tr>
<td>themselves</td>
<td>throughout</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>here-cpds</th>
<th>there-cpds</th>
<th>where-cpds</th>
<th>when-cpds</th>
<th>ever-cpds</th>
</tr>
</thead>
<tbody>
<tr>
<td>hereafter</td>
<td>thereafter</td>
<td>whereat</td>
<td>whereas</td>
<td>whoever</td>
</tr>
<tr>
<td>hereby</td>
<td>thereat</td>
<td>whereby</td>
<td>whenever</td>
<td>whenever</td>
</tr>
<tr>
<td>heretofor</td>
<td>therefor</td>
<td>wherein</td>
<td>wherein</td>
<td>whoever</td>
</tr>
<tr>
<td>hereinto</td>
<td>therefrom</td>
<td>whereinto</td>
<td>whereinto</td>
<td>whoever</td>
</tr>
</tbody>
</table>
Headedness. English NLCs are generally left-headed: [pronoun + adverb] compounds are pronouns, [adverb + prepositions] compounds are adverbs, and [conjunction + adverb] compounds are conjunctions:

(64) Left-headed Phrasicon-compounds

<table>
<thead>
<tr>
<th>(pro) + ever (adv)</th>
<th>whatever (pro)</th>
</tr>
</thead>
<tbody>
<tr>
<td>who</td>
<td>whoever</td>
</tr>
<tr>
<td>which</td>
<td>whichever</td>
</tr>
<tr>
<td>here (adv) + about (prep)</td>
<td>hereabout (adv)</td>
</tr>
<tr>
<td>there</td>
<td>thereby</td>
</tr>
<tr>
<td>when (conj) + ever (adv)</td>
<td>whenever (conj)</td>
</tr>
<tr>
<td>where</td>
<td>wherever</td>
</tr>
</tbody>
</table>

Recursiveness. NLCs allow no more than the one level of embedding: This is no doubt related to productivity (below).

(65) Embedding in Phrasicon-compounds

<table>
<thead>
<tr>
<th>[here in] alter</th>
<th>[there to] fore</th>
</tr>
</thead>
<tbody>
<tr>
<td>[there in] before</td>
<td>[there in] after</td>
</tr>
<tr>
<td>[there to] fore</td>
<td></td>
</tr>
</tbody>
</table>

Productivity. The number of compounds in the Phrasicon is both small and fixed; non-lexical compounding is not productive (and therefore not recursive).

Lexicality. Not surprisingly, non-lexical compounding never results in N, V or A. The output of compounding two function words is always a function word; this is a result of the headedness of NLCs.

The properties of NLCs are summarized below:

(66) Properties of non-lexical compounds: English

a. Preferred Stress: [0 1]
b. Stripping: no
c. Headedness: left
d. Recursiveness: no
e. Productivity: no
f. Lexicality: may not result in N, A, or V
Again, some of the properties (such as 01 stress) are strong trends rather than exceptionless generalizations and some of the properties are interconnected (esp. recursiveness and productivity, headlessness and lexicality).

NLCs in Ancient Greek share the same properties (except stress). The following are exemplary. AG reflexive and indefinite pronouns show that both halves of a NLC may be inflected (no stripping) and that NLCs are left-headed.

(67) Reflexive Pronouns: Ancient Greek

- *myself, yourself, himself*
  - **1st (m)**
    - Gen S em-autós
    - Dat em-autóo
    - Acc em-autóa
  - **2nd (m)**
    - Gen P heemódōn-autóon
    - Dat heemóin autóis
    - Acc heemóas autóas
  - **3rd (m)**
    - he-autóu
    - he-autóo
    - he-autóa

(68) Indefinite Pronouns: Ancient Greek

- *who-ever*
  - **masc**
    - Nom S hós-tís
    - Gen hós-tinos
    - Dat hós-tini
    - Acc hós-tina
    - Nom P hós-tines
    - Gen hós-tinoon
    - Dat hós-tisi
    - Acc hós-tinas
  - **fem**
    - Nom S héd-tís
    - Gen héd-tinos
    - Dat héd-tini
    - Acc héd-tina
    - Nom P héd-tines
    - Gen héd-tinoon
    - Dat héd-tisi
    - Acc héd-tinas
  - **neut**
    - Nom S hó-ti
    - Gen hó-tinos
    - Dat hó-tini
    - Acc hó-tina
    - Nom P hó-tines
    - Gen hó-tinoon
    - Dat hó-tisi
    - Acc hó-tinas

(70) Compound Prepositions: Ancient Greek

- amphi-perf.
- apérk
- apó-apó'tfrom'
- diá-pró
- dék
- hépék
- parék
- peripró

Compound particles, of which those above are but a small fraction, and compound prepositions provide other cases of NLCs. None of the compounds above allows for recursion and none of them appear to be productive, though there are a great many compound particles.

Latin has similar NLCs, including those below. The demonstrative, indefinite and indefinite relative pronouns again do not strip compounded stems of their inflection. Note that the demonstrative may be analyzed either as a compound (ii + dem) or as an affixed pronoun (ii-dem): either way, the inflected forms inside of dem would be anomalous were these pronouns context words.

(71) Demonstrative Pronouns: Latin

- *the same*
  - **masc**
    - Nom S ii-dem
    - Gen eius-dem
    - Dat eiis-dem
    - Acc eun-dem
    - Abl eoo-dem
  - **fem**
    - Nom S ea-dem
    - Gen eaa-dem
    - Dat ees-dem
    - Acc ees-dem
    - Abl eis-dem
  - **neut**
    - Nom S eai-dem
    - Gen eai-dem
    - Dat eis-dem
    - Acc eis-dem
    - Abl eis-dem

(69) Compound Particles: Ancient Greek

- totón 'accordingly'
- toîk 'surely'
- toîk 'so then'
- toîk 'therefore'
- toîk 'accordingly'

- + +
- + +
- + +
- + +
- + +
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(72) Indefinite Relatives: Latin

<table>
<thead>
<tr>
<th></th>
<th>masc</th>
<th>fem</th>
<th>neut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom S</td>
<td>quis-quis</td>
<td>quae-que</td>
<td>quod-quad</td>
</tr>
<tr>
<td>Gen</td>
<td>cuiu-cuius</td>
<td>cuius-cuius</td>
<td>cuius-cuius</td>
</tr>
<tr>
<td>Dat</td>
<td>cuiu-cuius</td>
<td>cuiu-cuius</td>
<td>cuiu-cuius</td>
</tr>
<tr>
<td>Acc</td>
<td>quem-quaem</td>
<td>quaem-quaem</td>
<td>quid-quad</td>
</tr>
<tr>
<td>Abl</td>
<td>quoo-quoo</td>
<td>quaoo-quaoo</td>
<td>quoo-quad</td>
</tr>
</tbody>
</table>

(73) Indefinite Relatives: Latin

<table>
<thead>
<tr>
<th></th>
<th>masc</th>
<th>fem</th>
<th>neut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom P</td>
<td>qui-qui</td>
<td>(qua-quae)</td>
<td>(qua-quae)</td>
</tr>
<tr>
<td>Gen</td>
<td>(quaorun-quaorun)</td>
<td>(quaorun-quaorun)</td>
<td>(quaorun-quaorun)</td>
</tr>
<tr>
<td>Dat</td>
<td>quibus-quiibus</td>
<td>quibus-quiibus</td>
<td>quibus-quiibus</td>
</tr>
<tr>
<td>Acc</td>
<td>(quos-quos)</td>
<td>(quos-quos)</td>
<td>(quos-quos)</td>
</tr>
<tr>
<td>Abl</td>
<td>quibus-quiibus</td>
<td>quibus-quiibus</td>
<td>quibus-quiibus</td>
</tr>
</tbody>
</table>

The forms in (71) and (73) show the common left-headedness of Latin NLCs:

(74) Compound Correlatives: Latin

interrogative      indefinite relative     indefinite
quis - quis-quis    aii-quis

'whoever'           'how great?'       'someone'
quantus             quantus-cum-que   aii-quantus
'however great'     'wherever'        'some'
ubi                 ubi-ubi          'ali-ubi
'whenever'         'quandoor'       'ali-quantus
'at some time'      'whenever'       'ali-quantus
'at several times'  'however often'    'ali-quotiens

A comparison of the properties generally associated with NLCs in English, Ancient Greek and Latin and those associated with LCs in these languages is given below.

(75) Properties of compounds in the two lexicons

<table>
<thead>
<tr>
<th></th>
<th>Lexicon</th>
<th>Phrasicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stem</td>
<td>11 21</td>
<td>0 11</td>
</tr>
<tr>
<td>Stripping</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Headedness</td>
<td>right</td>
<td>left</td>
</tr>
<tr>
<td>Recursive</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Productivity</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Lexicality:</td>
<td>N, A, or V</td>
<td>not N, A, or V</td>
</tr>
</tbody>
</table>

As (75) makes clear, LCs are strikingly different than NLCs. This is to be expected, given the 2LtH: compounding-in-the-Lexicon and compounding-in-the-Phrasicon are different processes just as affixation-in-the-Lexicon (derivation) and affixation-in-the-Phrasicon are different processes.

4.3 Other word-formation processes

Most languages also use other word-formation processes that are less common than affixation and compounding. These fall into two groups: those that are used to form content words and those that are used to form function words. In this section I will try and show that these two sets do not overlap: as was the case with affixation and compounding, word-formation processes used to create new content words are not used to create new function words and vice versa.
4.3.1 Other word-formation processes in the Lexicon

English is a rich source for different types of word-formation. These include the formation of words through acronyms, blends, back-formations, clippings and proper names. All of these occur with content words, none with function words:

(76) Acronyms
Nouns: CIA 'Central Intelligence Agency'
Verbs: F6 'delete'
Adjectives: 3D 'three dimensional'
Function words: none

(77) Blends
Nouns: motel 'motor + hotel'
Verbs: chortle 'chuckle + snort'
Adjectives: slyly 'slimy + lithe'
Function words: none

(78) Back-Formations
Nouns: ?
Verbs: peddle 'sell' < peddler
Adjectives: cpret < inept
Function words: none

(79) Clipping
Nouns: gym < gymnasium
Verbs: canter < Canterbury
Adjectives: comfry < comfortable
Function words: none

(80) Words from Proper Names
Nouns: sandwich < Earl of Sandwich
Verbs: pasteurize < Louis Pasteur
Adjectives: Sig(Alert) < Loyd Sigmon
Function words: none

2 A news bulletin indicating an unexpected blockage of traffic lanes that's expected to last at least half an hour. Used in Los Angeles radio announcements.

Again, these are word-formation processes that we may limit to the Lexicon: they derive content words from other content words. But function words are not formed by such processes, suggesting that these word-formation processes are not present in the Phrasicon.

4.3.2 Other word-formation processes in the Phrasicon

There is a class of function words, which we may refer to loosely as portmanteaux, that resembles blends. Consider the words in (81):

(81) Portmanteaux: English

\[
\begin{array}{ll}
\text{won't} & \text{will + not} \\
\text{shan't} & \text{shall + not} \\
\text{don't} & \text{do + not} \\
\text{ain't} & \text{am/is/are + not}
\end{array}
\]

Note that won't, shan't, don't and ain't are not compounds, strictly speaking, because they are not derivable from will + not, shall + not, etc. via any phonological rules of English. If they were regular compounds (or formed with a clitic not) we would expect forms like [dun] and [emnt]. They are more similar to blends like palimony (pal + alimony) and urinalysis (urine + analysis). But blends have at least one property not shared by won't, shan't, don't and ain't: the former are always composed solely of segments found in the blended words: p, a, i, m, o, n and y all occur in either pal or alimony; s, m, a and g occur in either smoke or in fog; b, r, u, n and ch all occur in either breakfast or in lunch. Portmanteaux are not subject to this restriction: the vowel in won't [o] does not occur in either will or nor, the vowel in don't [o] does not occur in do or nor; and the diphthong in ain't [ey] does not occur in am, is, are or nor.

Similar cases can be found in many languages. Portmanteaux consisting of a preposition and a following article are common in French, German, and Portuguese.
(82) [preposition + article] portmanteaux

<table>
<thead>
<tr>
<th>German</th>
<th>French</th>
<th>Portuguese</th>
</tr>
</thead>
<tbody>
<tr>
<td>in 'in'</td>
<td>à 'to'</td>
<td>com 'in, on'</td>
</tr>
<tr>
<td>an 'as'</td>
<td>de 'of'</td>
<td>por 'for'</td>
</tr>
<tr>
<td>dem 'the' (m sg dat)</td>
<td>le 'the' (m sg)</td>
<td>o 'the' (m sg)</td>
</tr>
<tr>
<td>dem 'the' (m sg dat)</td>
<td>les 'the' (m pl)</td>
<td>a 'the' (m sg)</td>
</tr>
<tr>
<td>im</td>
<td>au</td>
<td>na</td>
</tr>
<tr>
<td>am</td>
<td>aux</td>
<td>nos</td>
</tr>
</tbody>
</table>

(84) [preposition + pronoun] portmanteaux

<table>
<thead>
<tr>
<th>German</th>
<th>French³</th>
<th>Portuguese</th>
</tr>
</thead>
<tbody>
<tr>
<td>mit 'with'</td>
<td>de 'of'</td>
<td>a 'to'</td>
</tr>
<tr>
<td>welchem 'which'</td>
<td>la 'the' (f)</td>
<td>me 'me'</td>
</tr>
<tr>
<td>womit</td>
<td>en</td>
<td>a mim</td>
</tr>
<tr>
<td>gewohn</td>
<td>y</td>
<td>a ti</td>
</tr>
<tr>
<td>an 'by'</td>
<td>auf 'on'</td>
<td>te 'you'</td>
</tr>
<tr>
<td>was 'what'</td>
<td>was</td>
<td>nos 'us'</td>
</tr>
<tr>
<td>geworn</td>
<td>gewor</td>
<td>te 'you'</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nos 'you' (pl)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>convosco</td>
</tr>
</tbody>
</table>

Each of these languages, then, has [function word + function word] portmanteaux. But none has portmanteaux with content words. The same applies for English, and may be summarized as follows:

(85) Portmanteau Types

- [function word + function word] YES
- [content word + content word] NO
- [function word + content word] NO
- [content word + function word] NO

It should not be thought, however, that any two function words may unite to form a portmanteau. Of the following 56 combinations, only 4 are attested in any of the languages discussed above.

(83) [indirect pronoun + direct pronoun] portmanteaux

<table>
<thead>
<tr>
<th>Portuguese</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>nos 'to us'</td>
<td>o 'it'</td>
</tr>
<tr>
<td>+ os 'them'</td>
<td>+ a 'her'</td>
</tr>
<tr>
<td>+ as 'them (f)'</td>
<td>+ as 'them (f)'</td>
</tr>
<tr>
<td>+ o 'it'</td>
<td>+ os 'them'</td>
</tr>
<tr>
<td>+ a 'her'</td>
<td>+ as 'them (f)'</td>
</tr>
<tr>
<td>+ as 'them (f)'</td>
<td>+ o 'it'</td>
</tr>
<tr>
<td>lhes 'to them'</td>
<td>+ os 'them'</td>
</tr>
<tr>
<td>+ a 'her'</td>
<td>+ as 'them (f)'</td>
</tr>
<tr>
<td>+ as 'them (f)'</td>
<td>+ lho</td>
</tr>
</tbody>
</table>

3 For an analysis of en and y as pro-forms for PPs, see Kayne (1974:105-114).
The condition that must be met for two function words to be combined into a portmanteau is that they (typically) be string-adjacent at S-structure. This rules out the vast majority of forms in (86) but leaves those corresponding to (81)-(84).

Why should portmanteaux be limited to function words? The answer would seem to lie in the planning frames of the Garret production model (see Chapter 1). Commonly used collocations of function words that occur in adjacent positions in planning frames tend to merge over time, blurring the syntactic boundaries between formatives. Function words that do not commonly occur in adjacent positions in planning frames do not become portmanteaux. Since content words (not content words) are identified in terms of planning frames, they never develop into portmanteaux.

Summary
Portmanteaux, then, are a type of word-formation that occur in the Phrasicon but not in the Lexicon. The formation of words through acronyms, blends, back-formations, clippings and proper names, on the other hand, occurs in the Lexicon but not in the Phrasicon.

Conclusion
The resulting picture is given in (87). Word-formation processes that affect content words are distinct from those that affect function words. This may be modeled using the 2 Lexicon Hypothesis as follows:

(87) Word-Formation Processes in the 2 Lexicons

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Phrasicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Derivational Affixation</td>
<td>Inflectional Affixation</td>
</tr>
<tr>
<td>Lexical Compounding</td>
<td>Non-Lexical Compounding</td>
</tr>
<tr>
<td>Acronyms</td>
<td>Portmanteaux</td>
</tr>
<tr>
<td>Blends</td>
<td></td>
</tr>
<tr>
<td>Back-Formations</td>
<td></td>
</tr>
<tr>
<td>Clippings</td>
<td></td>
</tr>
<tr>
<td>Words from Proper Names</td>
<td></td>
</tr>
</tbody>
</table>
5. Speech Errors

Chapters 2, 3 and 4 have presented grammatical evidence for two related claims: that the words and affixes of a language are organized into two lexicons rather than one and that the words and affixes of one lexicon are inserted into syntactic structure earlier than those of the other. Chapters 5 and 6 will provide evidence for these claims from outside the grammatical system. In this chapter I will present evidence from the study of English speech errors that supports the hypothesis that the insertion of words and affixes is level-ordered (LOLI).

LOLI and the 2LH, in addition to being purely grammatical models, may also be construed as (partial) models of language processing. This involves a rather strong assumption: viz., that the flow of information in a processing model parallels the flow of information in a formal grammar. To show that this assumption is correct would require a complete speech production processing model and grammatical model for English, neither of which are available nor the object of this dissertation. Thus, this chapter will fall short of fully supporting this assumption. What I will attempt to show is that a formal grammar incorporating the 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion can contribute to a model of speech production.

Most linguists and psycholinguists would agree that the relation between a grammar and a processing model need not be isomorphic. Still, the strongest hypothesis is that the two models share the same structure. I will therefore hypothesize such a relationship and attempt to show that the kinds of speech errors which are produced and the constraints on those which occur can best be accounted for by the formal model of grammar outlined here.

If the outline of the grammar in (1) is viewed as part of a processing model (2), it predicts the kinds of speech errors one will find as well as the kinds of speech errors one will not find.
(11) Function word fragments
   a. Aux     b. Aux
      was     had

(12) when everybody had left  >  when everybody was left

Additional cases of such grammatical errors are given below.

(13) Function word substitutions
   I think your honor has really put your finger on it  >  the finger on it
   It looks as if
   how in the hell can you say that
   the day when I was born
   >  I look as if...
   >  who in the hell can you...
   >  where I was born

Note that the distinction between meaning- and sound-related substitutions is somewhat less clear in grammatical malapropisms than it is with content words: examples like how > who, for instance, might just as well be classified as meaning-related substitutions as sound-related substitutions.

5.4 Mis-insertion of lexical stems

Once (mis-)selected, the phonological forms of lexical stems are inserted into syntactic structure. Mis-insertion of content word stems results in three types of speech error: word-exchanges, sound-exchanges and stranding.

Word-Exchanges

Word-exchanges involve exchanging one word in a sentence with another; a sample is given below (from Fromkin 1973). Note that word-exchanges usually respect grammatical category: sounds tend to be exchanged with nouns, verbs with verbs, etc.

(14) Word-exchanges
    the cost of the cleaning of the carpet  >  the cleaning of the cost of the carpet
    Seymour sliced the salami with a knife  >  Seymour sliced the knife with a salami

Garrett (1980:200) claims that "the elements which engage in exchanges are themselves almost exclusively major category items, or what we will call "open class vocabulary". His processing model accounts for this by positing that lexical and grammatical words are entered into speech production at different times:

(15) The Garrett Model

Garrett points out, however, that prepositions also undergo word-exchanges:

(16) Word-exchanges: Prepositions (Garrett 1980)
   a. How much can I buy it for you from?
   b. Write a request for tickets at two for the box office.
c. ...which was parallel, to a certain sense, in an experience of...

Garrett maintains that preposition-exchanges occur at the same processing level as other word-exchanges by claiming that they are treated as lexical categories at this level. At a later stage they are treated as non-lexical categories and at that stage they are involved in shifts (which otherwise affect only grammatical items).

We might add, however, that pronouns are often involved in word-exchanges as well:

(17) Word-exchanges: pronouns
   he'll call to find out when I wanted him > ...when he wanted me
to pick me up
your keys are in my purse > ...my keys are in your purse
I didn't know Ravel had it in him > ...had him in it
would you ask her to call me > ...ask me to call her
he taught it to us > ...us to it

This makes Garrett's analysis of prepositions less convincing: are both prepositions and pronouns to be construed by the processor as lexical at one level and grammatical at another?

A simpler solution is to let word-exchanges occur whenever words are inserted. Recall that the REG model advocated here (see (2) above) posits that function words and inflectional affixes also undergo lexical insertion, though at a later stage in processing than content word stems. This is one of the major ways in which the REG model differs from the Garrett model: according to the latter (see (15) above), function words and inflectional affixes come pre-inserted as parts of planning frames. This makes it difficult to model pronoun and prepositions word-exchanges.

On the REG model, however, we expect both content words and function words to undergo word-exchanges, though content word-exchanges are hypothesized to occur at a different stage than function word-exchanges. If both content and function words undergo word-exchanges, we might now ask the following question: Is there any evidence that content word-exchanges and function word-exchanges occur at different stages in speech production?

There is. The evidence concerns word-exchanges that do not respect grammatical category. Consider the following cases of cross-category word-exchanges:

(18) a. Does Jack smoke? > Does smoke Jack?
    b. you got as far as typing page one > ...as far as page typing one
    c. cash a check > check a cash

In the first case, an NP exchanges with a following V; in the second and third, a V exchanges with a following N. Despite such cross-category word-exchanges between content words, I am aware of no such cases involving an exchange of a preposition or a pronoun with a content word. Garrett himself notes that "in the MIT corpus there are no clear examples of an exchange between a preposition and any [lexical--C.G.] element of either its own NP argument or any element of any other NP" (1980:191).

There are, however, many cases of prepositions exchanging with other non-preposition function words, namely with pronouns.

(19) Cross-category word-exchanges: function words
   there's a crazy card I just sent to him > there's a crazy card I just sent him to
   how much do you want for this? > how much do you want this for?

There seems to be an asymmetry, then, between verbs and prepositions with respect to the types of words they commonly exchange with: verbs exchange with other content words (nouns, verbs), prepositions exchange with other function words (pronouns, prepositions). This is expected if all content word-exchanges occur at one stage (usually, but not always respecting category) and all grammatical exchanges occur at another (usually, but not always respecting category).

Sentence-Level Stress: prosodic domains in sentence production

It has long been noted (Boomer & Laver 1968; Fromkin 1973; others) that sentence-stress is preserved under word-exchanges--i.e., that exchanged words do not take with them the level of stress appropriate to their target position. A phrase such as a job for his wife is realized as
a wife for his job with the same [2...1] stress as its target (rather than hypothetical a wife for his job with [1...2] stress.

Fromkin (1973) and Garrett (1980) take this as evidence that sentence-stress is assigned before words are entered into a sentence: once the words are entered in, they get the degree of stress appropriate for the position they occupy. But this cannot be. To see why, consider the data below.

(20) a. Tom hoped [she] would study linguistics.
  b. Tom hoped [Mary] would study linguistics.
  c. Tom hoped [undergraduates] would study linguistics.
  d. *Tom hoped she would study linguistics. (where she is emphatic)
  e. Tom hoped Mary would study linguistics.
  f. Tom hoped undergraduates would study linguistics.

Before lexical insertion, the bracketed phrases in (a), (b) and (c) have identical syntactic features identifying them as NPs. If phrasal stress is assigned equally to anything labeled NP, a deviant stress pattern results in the inappropriately stressed utterance in (d) (cp. e, f).

The Fromkin and Garrett models mistakenly predict that pronouns (she), proper names (Mary) and one-word noun phrases (undergraduates) will receive the same degree of sentence-stress. But phrasal stress is ‘invisible’ to pronouns and other function words.

Similar arguments could be made for the stresslessness of non-lexical verbs (have, be, etc.) as opposed to lexical verbs (hit, run, eat).

The REG model, by incorporating LOLI, avoids these problems in a manner now familiar from Chapter 3. Derivations for a job for his wife and a wife for his job are given below.

LOLI correctly models the fact that stress is the same in both cases.

(21) Retention of sentence-stress under word-exchanges

Lexis      a job y s wife a wife y s job
Pros. Constituents a [job] y s [wife] a [wife] y s [job]
GramLins   a [job] for his [wife] a [wife] for his [job]
Stray-adjunction [a job] [for his wife] [a wife] [for his job]
Stress     [a job] [for his wife] [a wife] [for his job]

Sound-Exchanges

Sound-exchanges involve the exchange of segments or groups of segments between words. Sound-exchanges are strongly constrained by syllable position: onsets tend to exchange with onsets, nuclei with nuclei, rhymes with rhymes, codas with codas (Nootbooom 1969; MacKay 1969, 1970; Fromkin 1968). By far the most common type of sound-exchange involves the onset of two content words.

(22) Sound-exchanges: initial consonants

left hemisphere > helt hemisphere
lawfully joined together > jawfully joined...
Katz and Fodor > fats and kodor
copy of my paper > poppy of my caper

Vowels may also exchange, though much less commonly than consonants (Shattuck-Hufnagel 1986):

(23) Sound-exchanges: vowels (from Shattuck-Hufnagel 1986)

a sudden death > a sudden doth
one of those T-group people > one of those tue greep...
see that movie > see that meevie
or corn starch > or kam starch

Coda consonants exchange with one another, though this, again, is much less common.

Sound-exchanges are limited almost exclusively to lexical items—grammatical words very rarely undergo sound-exchanges (Garrett 1980). I know of only 3 cases in the UCLA corpus:

(24) Sound-exchanges involving function words

I must leave at five sharp > I just leave FW-CW
that’s not for me to say > for gos to say FW-CW
we shouldn’t > she wouldn’t FW-FW

Garrett accounts for the fact that function words rarely undergo sound-exchanges by proposing that sound-exchanges occur at a processing level at which function words are not represented phonologically. The same account is inherited in the REG model in (2). Note that LOLI and the 2LH model in (1) provide a competence model for the Garrett (or REG)
performance model. The speech error facts are thereby not only modeled but explained: the grammatical model that explains them is independently motivated.

An alternative analysis

An alternative explanation for the absence of function words in sound-exchanges is that sound-exchanges involve only sounds in stressed syllables. This would account for the data above straightforwardly. This is because the vast majority of content words in English speech are monosyllabic: 'sounds in stressed syllables' and 'sounds in content words' make the same predictions for all but a small fraction of the data available.

Such a view, although initially plausible, suffers from a number of shortcomings. First, experimentally induced speech errors with polysyllabic words indicate that the primary condition for sound-exchanges involving initial consonants is not lexical stress but word-initial position (Shattuck-Hufnagel 1985). Consider the tongue-twisters below:

(25) a. pardele fad foot pardele
   b. repede fad fott repedr

Shattuck-Hufnagel found that the fs and ps in (a) were significantly more likely to exchange than the fs and ps in (b). If lexical stress were the primary determinant of sound-exchanges, the results would be reversed. Function words may also have onsets, of course, and yet these onsets generally fail to participate in sound-exchanges. Garrett makes the point by showing that [P N] structures rarely undergo sound-exchanges while [V N] structures commonly do (1980:191). If prepositions have not yet been inserted at the point at which exchange errors occur, they are not expected to undergo sound-exchanges with nominal complements; but quite the contrary for verbs, since they are inserted at the same time as nominals.

The second problem with a stress/stressless analysis is that stress is not a binary but aninary relation. The words of a sentence are not merely stressed or stressless. The notion of stress is inherently relational in a way that makes 'lexical stress' a difficult concept to apply in modeling speech errors. Consider the data below (Promkun 1973—stress levels indicated in original by means of integers: [3...1] and [3...2..1])

(26) Stress levels and sound-exchanges

\[
\begin{array}{cccc}
  & x & x & x \\
  x & x & x & x \\
  x & x & x & x & x \\
 a. [parkiz pijp] & b. broke the whistle on my crotch  \\
 (for peoples park) & (for broke the crystal on my watch) \\
\end{array}
\]

Clearly, sounds may exchange from syllables with unequal ([3...1], [2...1]) stress. Indeed, since one of these words involved is usually the most-stressed word in the phrase (Boomer & Laver 1968) and since there is usually only one most-stressed word per phrase, sound-exchanges almost always involve words with different stress levels. Citing stress as the crucial factor in sound-exchanges fails to explain why broke and the are far less likely to be involved in a sound-exchange than crystal and broke: both pairs of words differ by the same degree of stress.

Stranding errors

Stranding involves leaving behind inflectional affixes when lexical stems exchange. Take the errors streeting sweeps for sweeping streets. When street and sweep exchange, they strand their inflectional affixes in the intended positions: [ ____ing ____s]. Such errors provide concrete and surprising evidence for the claim that lexical stems are inserted prior to inflectional affixes. It is therefore important to see that all sorts of inflectional affixes are stranded in this way: plural, possessive and 3rd singular -r, -ed, -ing; comparative -er; adverbial -ly.

---

1 I follow Selkirk (1986) in assuming that both morphological grids of the type shown in (26) and prosodic constituency of the type discussed in Chapter 3 are necessary in representing prosodic rule domains above the word.
(27) Stranded inflectional affixes

Plural -s
sweeping streets
many people think he's the most underrated
player in the nation
get your elbows off the table
a floor full of holes
she has pain in her legs
there are more ministers in the church
bunnies don't eat steak
a weekend for maniacs
one uncle and two aunts
as I was putting the books on the shelf
seven runs in one inning
a shelf full of cookbooks
rules of word-formation
three-subject degrees
I can give you some top-of-the-head thoughts

Possessive -'s
an aunt's money
the guy's name
George's lab
I haven't got Leon's luo

3rd Singular -s
be always keeps a pack
it goes to show
it pays to wait (G)

Past -ed
the tie dropped out of the bag
I have baked a cake
my check cashed
a watch'd pot never boils
we've learned to love mountains
you're getting paid for playing
I have to get my check cashed
I like to have my back scratched
I passed the threshold

Participial -ing
sweeping streets
you're getting paid for playing

> sweeping sweeps
> many players think...
> ...tablets off the elbow
> a hole full of floor
> ...leg in her pain
> ...church in the minister
> ...steaks don't eat bunny
> a maniac for weekends
> ...one aunt and two uncles
> ...the shelf on the book
> seven innings in one run
> ...full of bookcooks
> words of rule-formation
> three-degree subjects
> ...top-of-the-thought heads

> a man's aunt
> the name's guy
> lab's George
> ...luo's Leon

> ...pickets a keep
> it shows to go
> it waits to pay

> ...the drop tied out of the bag
> ...cooked a bake
> my cash checked
> a poached watch never boils
> we've loved to learn mountains
> ...played for paying
> I have to get my cash checked
> ...scratch backed
> I threshed the pastshold

> sweeping sweeps
> ...played for paying

I have no way of knowing

Comparative -er
she has a sweeter flute than he has
Adverbial -ly
linguistically significant
obviously vocalional
steadily worse
clearly enough
you have to face it squarely (G)

> ...way know of waysing
> fluster sweet
> sigificantly linguisticall
> vocationally obvious
> worryingly steady
> enoughly clear
> you have to square it facely

The last case is especially interesting given that the homophoneous adjectival suffix -ly
(friendly, neighborly) is never stranded (to my knowledge at least).

Stranded derivational affixes, on the other hand, are very rare. The only clear cases I
know of are those below (UCLA corpus).

(28) Stranded derivational affixes
a language learner needs
motherhood and apple pie
return your call

> a language needs to learn
> applehood and mother pie
> recall your turn

The Garrett model and its descendants take stranding errors as evidence that lexical stems
are inserted into planning frames that encode grammatical morphemes. When these stems
are inserted into the wrong slots in a planning frame, they surface with the wrong
grammatical morphemes attached to them. If inflected stems are inserted all at once (as in
Lexical Phonology) stranding errors are difficult to model at all.

A derivation of a stranding error is given below.

(29) A witch'd pot never boils > A po'd witch never boils

Lexins
\( \alpha \) pot y watch never boil \( n \)

Pros. Constituents
\( \alpha [\text{pot}] y [\text{watch}][\text{never}] [\text{boil}] n \)

Gramins
\( \alpha [\text{pot}] ed [\text{watch}][\text{never}] [\text{boil}] s \)

Stray-adjunction
\( [a \text{ pot} ed] [\text{watch}][\text{never}] [\text{boil} s] \)

Phrasal Stress
\( [a \text{ pot} ed] [\text{watch}][\text{never}] [\text{boil} s] \)

The error occurs at Lexical Insertion when pot and watch are mis-placed in each other's slot.
From there prosodic constituents are built as usual, grammatical items are inserted and stray
adjoined and phrasal stress is assigned.
Note that the inflectional affixes represented by σ, γ and η represent features of Garrett’s planning frame and are not yet inserted when lexical stems shift. Not so for derivational affixes, which are inserted as the time of lexical words according to LOLL. Hence the fact that derivational affixes tend to move with the rest of the stem rather than be stranded with inflection. Below, the derived word player (play + er) moves:

(30) many people think he’s the most underrated > many players think...
    player in the nation

Had the derivation been stranded as well the result would have been *many play-s think he’s the most underrated people-er in the nation.

5.5 Mis-insertion of function words and inflectional affixes

The REG model in (2) posits a separate processing level at which function words and inflectional affixes are inserted. In this it differs from Garrett’s model and from the EG model of Lapointe and Dell: according to these models, the phonological forms of function words and inflectional affixes are the terminal elements of planning frames ab initio.

Grammatical motivation for this difference comes from the stray-adjunction analysis of stressless and reduced function words and the ‘invisibility’ of function words in the assignment of prosodic constituency (Chapter 3). Motivation for this difference in the production model comes from the analysis of shifts.

Shifts

Shifts involve misplaced function words or inflectional affixes, often at quite a distance. They provide striking evidence that function words and inflectional affixes work as a class in speech production; since content words and derivational affixes do not undergo shifts. Shifts involving various inflectional affixes are given below. Capital letters indicate a shifted element, blanks indicate the target position: e.g., in transducerS array__ plural -s has shifted from array to transducer.

(31) Shifts: Inflectional Affixes

Plural -s

transducerS array__
we have several printS out__
for the rest of my talkS I’m going to do two thing__
all the phone__ rangS
EPL__ tendS to be

Possessive ‘s

Jerry__ pancake’S house
this is Ralph__ and my’S article
3rd Singular -s
if she want__ to comeS here
she make__ sureS
add__ upS to
it come__ onS at
and Rachel come__ inS
he end__ upS
when someone come__ upS to me
what itS JoeS tell__

Participial -en
I’d forgot__ aboutEn that

Garrett 1980)

Participial -ing

I’m play__ forING it all together
I should be shut__ upING
that would be the same as add__ tenING
as I keepING sayING__

Verb-Particle

people tend UP to make-- words
it must have been an UP put-- job

Adverbial -ly

clear__ enoughLY
easy__ enoughLY
logical__ speakingLY
what does it mean to be high__ verbally

Garrett 1980)

Again, I have found no cases of shifts involving adjectival -ly (e.g., *a friend__ neighborLY
for a friendly neighbor). Both in stranding and in shifts, then, adjectival -ly and adverbial -ly
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pattern differently; the former patterns with derivational affixes, the latter with inflectional affixes.

Derivational affixes rarely shift; the two cases I know of are given below.

(32) Shifts: Derivational Affixes (rare)

- sanitary inspector
- I over-heard you and Mommy talking

> INSanitary _specter
> I _heard you and Mommy OVER-talking

Function words are the other class of items that regularly undergo shifts. Shifts are attested for a large array of function words including pronouns, prepositions, articles, adverbials and auxiliary verbs. The most striking aspect of shifts is the degree to which they violate (syntactic) grammaticality: though they are phonologically well-formed, they violate very basic principles of phrase structure: * the girl who taught I last year, * you want to send me somebody else to you, * an on unfortunate day, etc.

(33) Shifts: Function Words

Pronominal

- a...card I just sent him to __
- what's it meant to be done with __
- I had it __ planned all out
- I would like to all remind you __
- the girl who __ taught I last year
- you want __ to send me somebody else to you
- there's a crazy card I just sent him to __
- Ever refers it to __ only in one form
- I can her hear __
- how he can __ get it done in time
- but when you will __ leave?
- why you do __ miss teaching when you're on leave
- are __ going you to the Renaissance Faire this year?

Preposition

- he's been __ a long around time
- how much do you want for this __
- the way we can characterize the situation would by be __
- I don't see in any reason __
- I don't want to part __ this book with too long

she was waiting __ her husband for

Article

- he has spent the most of __ time on his synthesis
- as on __ unfortunate day

Adverbial

- what I'm working then on __
- what I'm there saying __
- Billie Jean is picking her back way __ up
- once think I could __ do this
- you're in a more better __ position, you're __
- it's all almost __ finished
- the really __ thing I __ like
- I __ hate to really __ correct exams
- but my English teacher __ doesn't know what she's really __ doing

Auxiliary

- I __ say that because I don't want to go to Mexico
- I __ glad I'm wasn't there
- the meaning cannot __ a function be of truth
- why do have we __

Note that multiple categorizations are possible: *a card I just sent him to could be a result of a shifted pronoun (shifting him to the left), a shifted preposition (shifting to rightwards) or even a word-exchange (exchanging to and him). Cases such as what's it meant to be done with are more straightforward and allow only one categorization (shifting of it leftwards).

Garrett (1980) discusses shifts extensively and uses them as additional evidence that grammatical items are inserted later than lexical items. But his model makes shifts somewhat mysterious: if they begin life as part of the ‘planning frame’, why don’t they stay put?

Garrett's model is well geared towards explaining stranding, where grammatical items remain in the correct frame position; but it fails to adequately explain shifts.

Here LOLL (as outlined in Chapter 3 above) provides a better model. According to this view, function words and inflectional affixes are strayed adjoining to existing prosodic structure, whereas content words and derivational affixes have prosodic structure built upon them. Thus function words and inflectional affixes are both (1) the only morphemes that need to be strayed adjoining and (2) the only morphemes that undergo shifts. With this in mind, we can
simply model shifts as (somewhat mis-guided) stray-adjunction. Grammatical morphemes ‘shift’ when they are stray-adjointed to the wrong words.

(34) Shifts as misguided stray-adjunction

\[
\begin{array}{c}
\text{NP} \\
\text{det} \\
\text{the} \\
\text{boy} \\
\text{will} \\
\text{kiss} \\
\text{her} \\
\text{VP} \\
\text{I} \\
\text{V} \\
\text{NP} \\
\end{array}
\]

Stray Adjunction

What allows such shifts is the phonological nature of stray-adjunction. Strays are adjoined to prosodic constituents, not to morphological or syntactic constituents. As far as the phonology is concerned, any morphological or syntactic host serves equally well: all that is required is that the host be of the right prosodic category, e.g., a \( \omega \) or \( \sigma \). In this sense, then, shifts result from a mis-match of prosodic and morpho-syntactic hosts (cf. Inkelis 1989): a stray function word or inflectional affix finds the right prosodic host (\( \omega \) or \( \sigma \)) on the wrong morpho-syntactic host. The result is phonologically well-formed but syntactically and morphologically anomalous.

5.6 Mis-specification of phonetic form

The penultimate stage in sentence production according to Garrett-based models involves the specification of phonetic form. This applies at once to content word stems, function words and inflection since everything in the representation at this point is fully phonologized. Mistakes at this stage in the derivation should therefore apply to all words and affixes equally. A priori, we might expect three types of mistake: failing to produce some element (deletions), producing an element that isn’t called for (additions) and mis-producing some element.

Each of these speech error types occur. Deletions are straightforward: e.g., *speech error > peach error*. Lexical stress is often adjusted to compensate for a lost syllable: *tremendously > tremen*ty. Additions are slightly more suspect since the added element can often be accounted for by a competing plans hypothesis: e.g., *every time I want to go > every time I wantING to go* could be a result of a mis-selection of planning frames (see 9 and 10 above).

The last case, mis-production, has two main sub-cases: an element may be mis-pronounced like a following element (anticipation) or mis-pronounced like a preceding element (perseveration).

Anticipations and Perseverations

Anticipations occur when an upcoming feature, segment, cluster or syllable is realized too early in the utterance. Perseverations occur when a previous feature, segment, cluster or syllable is realized again in an utterance.

(35) Anticipations

\[
\begin{array}{c}
\text{think through} \\
\text{talking about} \\
\text{any harm} \\
\text{with a brush} \\
\text{be so sure} \\
\end{array}
\] 

\[
\begin{array}{c}
\text{thRink through} \\
\text{talking Babout} \\
\text{Hanry harm} \\
\text{wiSH a brush} \\
\text{be SHow sure} \\
\end{array}
\]
(36) Perseverations
- it doesn't strike me as funny
- will pick up the 6th gold medal
- so that I can start the tape back up (C)
- I dreamt that he broke both arms (C)
- experiences become much more important than anything else (C)
- I don't understand the order at all (C)

("'G' from Garrett 1980.") As Garrett points out, a feature of the anticipation/perseveration errors that is worth mentioning is the occasional involvement of closed class vocabulary (i.e., function words and inflections) in these errors (42 cases of the 336). In this they contrast sharply with sound exchange errors which do not often involve those classes. Moreover, most of these cases are interactions between an open and closed class vocabulary item, rather than interactions between two closed class items of the same minor category. What seems to be a very powerful constraint on exchange of words (correspondence of category) or exchange of sounds (confined to open class) seems of much lesser importance to the system which gives rise to errors of anticipation and perseveration.

(1980:195)

Anticipations and perseverations, it should be noted, are not always transparent: some anticipations may be cases of corrected sound-exchanges:

(37) think through  >  think though  >  think through
(target) (sound-exchange) (correction)

What is important about anticipations and perseverations, however, is that they seem to freely involve both content and function words, both derivation and inflection. In this way, they differ drastically from stranding errors, sound-exchanges and shifts. Just as these other speech error types argue for a level of representation at which only lexical items are phonologically realized, anticipations and perseverations demand a stage at which all words and affixes are phonologically spelled out.

5.7 Conclusion

Different types of speech error affect lexical and grammatical morphemes in different ways. Some types of speech error affect only lexical stems (e.g., stranding errors), some affect only grammatical items (e.g., shifts), others affect both (e.g., anticipations).

The processing model in (2) predicts a number of types of speech error, namely, one or more type of error for each stage in production and no others. The predictions appear to be borne out, as follows.

(38) Predicted speech error types: REGM
1. Mis-selection of major lexical items
2. Mis-specification of underlying grammatical relations
3. Mis-selection of surface positional frames
4. Mis-insertion of lexical stems
5. Mis-insertion of function words and inflectional affixes
6. Mis-specification of phonetic form

But this processing model is difficult to assess without some grammatical interpretation of the levels of representation it posits. The 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion (1) provide such grammatical interpretation. In a very real sense, the grammar in (1) provides the competence behind the performance model in (2).
6. Language Breakdown

Aphasia offers evidence on how linguistic information is stored and processed in the brain. Linguistic aphasiology "deals primarily with the details of the linguistic structures that aphasic patients lose and retain, and with abnormalities in the processing of these structures" (Caplan 1987:143, emphasis mine). In this chapter I will review aspects of acquired aphasia that shed light on the organization and processing of words and affixes. Each of these areas has an extensive history and literature and I will not attempt to cover the range of analyses available. My main concern will be to discuss evidence for or against the models of sentence production in Chapter 1. For this reason, I will discuss aphasic production (speech) much more than aphasic comprehension, though the latter will be brought in to temper some of the claims made on the basis of the former.

As in Chapter 5, I will assume that the partial outline of the grammar in (1) may be construed as part of a processing model (2) that can be used to predict what elements of linguistic competence and performance can be differentially affected in aphasic speech.

(1) 2 Lexicon Hypothesis model

```
Lexicon
Content Words:
blue, eat, thimble, yesterday...
Derivation: -ic, -ity, -ize...
-ish, -ize, -ness...
```

```
Stems
```

```
Syntax
(D-Structure)
(S-Structure)
```

```
Partial Phonological Representation
```

```
Phrasicon
Function Words:
and, if, the, to, will...
Inflection:
-ed, -ing, -s...
```

```
Full Phonological Representation
```
If these models are viable, we would expect each of components (boxes) on the right-hand side of the diagram in (2) to be selectively impaired in acquired aphasia. Each such impairment should result in particular aphasic symptoms and there should be no recurrent aphasic symptoms which cannot in principle be attributed to some such impairment. The grammatical and production models in (1) and (2), then, predict that the following types of selective impairment should occur.

2. Impaired (access to) Lexicon
3. Impaired (access to) Syntactic Processor
4. Impaired (access to) Phrasico
5. Impaired (access to) Phonetic Processor

Types 1 and 5 fall outside the scope of this dissertation and will not be discussed. Emphasis here will be placed on types 2, 3 and 4 since these types crucially involve the hypothesis that the insertion of words and affixes is level ordered (LOLI) and the hypothesis that words and affixes are stored in two lexicons (2LH).

Note that whereas in discussing speech errors, the processes on the right of (2) were used to predict types of error, in discussing aphasic symptoms the modules on the left of (2) have been used. The boxes in (2) represent the component stores of information used in processing in both normal and aphasic speech. In modeling speech errors, these components must be intact and access to these components must be intact; speech errors in normals do not result from damaged components of the grammar or from restricted access to them but from mis-processing. Speech errors must be modeled on an intact and normal grammar/processor. In aphasia, on the other hand, either access to a component is disrupted or the component itself is disrupted; aphasia is taken to result from damaged components of the grammar or from restricted access to them. Aphasia is to be modeled with a disrupted grammar/processor.

**Symptoms and syndromes**

In discussing the linguistic analysis of aphasia, it is crucial to clearly distinguish symptoms from syndromes. The list in (3) is meant to broadly characterized types of symptom rather than types of syndrome. Syndromes are collections of symptoms that tend to recur in patient after patient. Wernicke's aphasia and Broca's aphasia are classical syndromes; each is characterized in terms of a number of symptoms: Wernicke's patients tend to have fluent, well-articulated and (apparently) syntactically complex speech marked by non-

---

(3) Predicted selective impairments in aphasic speech: REGM
1. Impaired (access to) Semantic Processor
sensical content and word-finding difficulties; Broca's patients, on the other hand, tend to have non-fluent and dysarthric speech that is syntactically impoverished but meaningful, often marked by a lack or misuse of function words and inflectional affixes. Syndromes are also often associated with different areas in the brain: Broca's aphasia is usually associated with insult to the anterior part of the temporal lobe of the left hemisphere, whereas Wernicke's aphasia is more associated with the posterior part of the temporal lobe.

Symptoms, on the other hand, may recur in any number of syndromes. They serve both to define syndromes and to sub-classify them. Symptoms are unitary phenomena that may be related to particular aspects of linguistic structure. Thus although Broca's aphasia as a syndrome may be difficult to characterize linguistically, the symptoms that characterize it are not: lack of prosody, problems with articulation, lack of syntactic structure, lack or misuse of grammatical morphemes, etc.

This chapter will necessarily focus, therefore, on symptoms that recur in aphasia, rather than on syndromes of those symptoms. In modeling these symptoms in terms of the models in (1) and (2) I will set aside the important issue of whether a symptom results (a) directly from a disrupted component of the grammar/processor or (b) indirectly from disrupted access to a (sub-)component of the grammar/processor. I will use four crosshatches (/\/) over a component of the grammar/processor to represent either (a) or (b).

### 6.1 Impairment implicating the Semantic Processor

Impaired access to the Semantic processor in (2), with the rest of the processor intact would yield speech that is syntactically, morphologically, phonologically and phono-tactically well formed but meaningless. Such "paraphasic" speech is found with many patients diagnosed as Wernicke's aphasics. Consider the following samples:

But I figured that if I defective my my talking see my talking itself I I get my tongue back again to where I can talk from what they say why then its liable to that will straighten me out again and bring me back to where I can hear something see and until I talk I under talk I got to do the interfering has got to act with me for a white see because it doesn't it won't interfere with me properly now now I hear them talking you know... (Hoes 1964; cited in de Villiers 1978)

I felt worse because I can no longer keep in mind from the mind of the minds to keep me from mind and up to the ear which can be to find among ourselves. (Goodglass 1973)

Paraphasic speech such as this may be modeled as selective impairment to the semantic processor, as shown below.

(4) Paraphasic speech

\[
\text{Lexicon} \rightarrow \text{Semantic Processor} \rightarrow \text{Phrasico} \rightarrow \text{Phonetic Processor}
\]

Access to the Lexicon is normal but fed by a dysfunctional semantic processor: patients produce actual words but they are not selected in a semantically coherent way. Syntax is also (apparently) relatively unaffected: phrase length is typically quite long, phrases are coordinated and subordinated, etc. Output from the syntax feeds the Phrasico, which also functions normally to add function words and inflectional affixes. Finally, the Phonetic processor interprets prosodic domains in terms of intonational contours and correctly converts phonological strings into phonetic ones: the prosody and articulation of such patients is often totally normal. Their speech rate sometimes even exceeds that of normals, as if nonsensical but grammatical sentences were easier to form than meaningful ones.
Nothing seems to be amiss with any particular word or affix, with any (local) syntactic structure or with pronunciation or intonation. As Blumstein (1978:6) puts it, the speech output of such aphasics is "fluent but empty".

With a sufficiently articulated model of the Lexicon, such as Fromkin's (1985) model, paraphasia may be modeled as an impairment implicating part of the Lexicon.

A semantic sub-lexicon such as this obviates the need for a semantic processor altogether. Fromkin (p.c.) points out that a semantic sub-lexicon provides a locus for paraphasias of this sort: if someone thinks color and says race it may be seen not so much as an error in semantic processing as an error in lexical selection in the proper semantic category.

6.2 Impairment implicating the Lexicon

At least two other types of impairment can be modeled as resulting from a deficit in (accessing) the Lexicon: neologistic jargon and anemia.

Neologistic jargon involves the creation of content word stems:

He wife saw the woman to wofin to a house with the umbrella. Then she left the wofing then he too to the wofin and to the umbrella upstairs... (cited in Goodglass and Kaplan 1972)

Well all I know is somebody is clipping the kraples... Now this here, I'm conf'y here, because she explained what I don't know. (cited in Goodglass 1978)

Here the Lexicon must be implicated in the impairment: the word-formation component produces non-normal output not attributable to deficient or abnormal semantic input or selection. Again, note that pronunciation, intonation, syntax and the selection of function words and inflectional affixes may be almost totally spared in neologic jargon.

Anemia is similar, except that patients use generic existing content words instead of creating new ones. A woman reported on in Saffran et al. (1980) is a typical example.

Although this patient "constructs well-formed sentences, they are grossly deficient in specific lexical content" (1980:223). The patient (P) is being asked to describe a picture in which a window has been broken by a baseball; a man is coming out of the house, pointing a finger at a little girl; a boy in baseball gear crouches behind a fence, out of sight.

P: The guy did something, right there... He ran... and she's there like she didn't even know. - mells? Np?
E: Who broke it?
P: She would never do it. She looks like a really nice kid. He's really getting mad (pointing to the man)... He did it (pointing to the boy). He broke it.
E: How?
P: I can't tell you, but I know what it is. It is just broken. 'Cause this kid did it.
E: What kind of "kid" is that?
P: Him.

Paraphasic and anemic speech provide support for the claim that linguistic information is modularly represented in the brain.

These findings are suggestive, since they point to the non-homogeneity of linguistic knowledge, the psychological distinctness of lexical and syntactic processing. For the meanings of individual lexical items must be represented differently from the structural patterns by which they are
combined, if severe breakdown of the former can occur with no apparent
disruption of the latter.

(Linebarger 1989: 204)

This isolability of lexical knowledge may be modeled as follows:

(6) Anomic and/or neologistic jargon

![Diagram]

But note that these patients do not merely show a differential impairment of lexical items
vs. structural patterns; they also show a differential impairment among lexical items.
Content word stems are mis-selected (paraphasia), created (jargon) or may be reduced in
number (anomia) but function words and inflectional affixes remain intact. This is
represented above by the separation of the Lexicon and Phrasicon: impairment to the
former does not necessarily imply impairment to the latter.

The Lexicon(s)
The selective problems that such patients have with content word stems and the relative
ease with which they produce function words and inflectional suffixes suggest that their
access to the former has become impaired while their access to the latter has been relatively
spared. This is most easily understood on a production model in which content word
stems are stored and accessed differently than grammatical items. The REG model in (2)
is not unique, of course, in having this feature.

Consider Lapointe & Dell's EG model, for instance. Recall that the syntactic processor
includes a subcomponent, the fragment and function word stores, that contain phonological
and syntactic information about function words and inflectional affixes.

(7) Syntactic Processor (Lapointe 1985)

![Diagram]

Information about major lexical stems is stored in the lexicon, a separate component
altogether. Damage to the lexicon or to the access route that links the lexicon to the
syntactic processor would result in just the type of impairment seen in Wernicke's aphasia:
problems producing and comprehending content words, without a comparable problems in
producing and comprehending function words and inflection.

Note that a double-listing model, such as that of Bradley, Garrett and Zurif (1980), can
equally well describe this sort of selective impairment:
For the most part, anomalous sentences were also repeated verbatim. Semantically anomalous sentences, for instance, such as *You brush my teeth in the morning, The door opened the woman* were also usually repeated without change. And most sentences with near nonwords were repeated verbatim (*A yellow tencil* unless the object referred to was presented to the patient visually: presented with a yellow pencil, she repeated *A yellow tencil as a yellow pencil.* Finally, nonsense words (*libl, shmart*) were usually echoed without modification. In general, "HCEM's performance demonstrates that she had access to lexical storage in her grammar if and only if a verbal or a visual context was provided" (1976:52).

Remarkably, however, sentences that involved a violation of inflection or function word were repeated with the violation corrected:

```
HW:   *One pencils.
HCEM: One pencil.
HW:   *I talk to her yesterday.
HCEM: I talked to her yesterday.
HW:   *She like to drink coffee.
HCEM: She likes to drink coffee.
HW:   *You kidding me.
HCEM: You're kidding me.
HW:   *Is the money him?
HCEM: Is the money his?
HW:   *In a first place, read this.
HCEM: In the first place, read this.
```

Such corrections cannot be due to visual cues since the function words and inflectional affixes in general do not refer to anything in the visual field. Nevertheless, As Whitaker put it, "her echolalic mechanism was coupled with a 'grammatical filter'" that allowed her to correct ill-formed sentences that contained violations involving function words and inflectional affixes. (1976:40). The grammatical filter correctly supplies both function words and inflection but failed to filter out most lexical improprieties; again, access to information about lexical items seems to be differentially disrupted: while content word improprieties were generally not corrected (unless visually prompted), function word and inflectional improprieties were.

A number of types of aphasia, then, can be modeled as a loss of access to components or sub-components of the Lexicon with no loss of access to other components of the grammar/processor, including the Syntactic processor or the Phrasicon. Impairments that single out these modules seem to occur as well.

6.3 Impairment implicating the Syntactic Processor

Impairment implicating only the syntactic processor but sparing the Lexicon is found in the speech of agrammatics. For most (but not all) agrammatic patients, this is accompanied by a morphological impairment in the use of function words and inflectional affixes. This may be called general agrammatism. We must also distinguish two other types of cases, however, in which the syntactic and morphological (function word and inflection) deficits occur separately. Selective impairment of the syntax may be observed with relatively normal use of function words and inflection; and selective impairment of the use of function words and inflection may be observed with relatively normal syntax (see below, 6.4)

**General Agrammatism**

Agrammatism is a type of aphasia generally associated with Broca's aphasia. Unlike the speech of Wernicke's aphasics, which tends to be as fast or faster than normal speech, the speech of Broca's aphasics tends to be slow, labored, inarticulate and unmelodical. Agrammatic production is marked by a number of features, as summarized by Kean (1985, following Tissot *et al.* 1973):
1. The deletion\(^1\) of function words in discourse, that is, the deletion of conjunctions, prepositions, articals, pronouns, auxiliary verbs, and copulas (Note: exceptions to this are the conjunctions and and because).

2. The predominance of nouns, at the expense of verbs, in some forms of agrammatic speech.

3. The loss of verb inflection, with substitution of the infinitive for finite verb forms.

4. Loss of agreement of person, number, and gender, most notable in inflected languages. Jakobson (1963) points out that in languages with case declensions for nouns, nouns revert to the nominative form.

The result is "telegraphic speech". Characteristic samples bear this out:

Cinderella...poor...um 'doped her...scrubbed floor, um, tidy...poor, um, ...
"doped...Si-sisters and mother...ball. Ball, prince um, shoe... Scrubbed and uh washed and uh...tidy, uh, sisters and mother, prince, no, prince, yes. Cinderella hooked prince. [Laughs.] Um, um shoes, um, twelve o'clock ball...

(Schwartz, Linebarger and Saffran 1985)


(Ah yes! Strike. Strike. Euh, walk, red flag. Euh, bludgeon. Well, bludgeon, Faculty. Euh, ah yes: ten per cent, wage. Euh, bah! that's all.)

(Lecours and Rouillon 1976)

As Schwartz, Linebarger and Saffran (1985) stress, "telegraphic speech" should not be taken too literally: it is not simply the case that agrammatic speech equals normal speech minus inflection and function words. The syntactic structures used by agrammatical patients are quite limited. Schwartz et al. point out, for instance, that the dative causes some difficulty for a number of patients trying to describe a picture of a boy giving a valentine to a girl:

D.E.: The boy is gave... The boy is gave the card.
H.T.: The boy show a Valentine's day... The boy and the girl is valentine.
V.S.: The girl...the boy is giving a...giving his girlfriend. The boy valentine the girl. the boy givin' valentine to girl.
P.W.: The boy is valentine the girl. The boy is giving the valentine and the girl is pleased.
M.F.: Valentine's day and candy I think Valentine's day. Girl is Valentine's day. Boy is gettin' with the girl valentine's candy.

If agrammatism simply failed to produce function words and inflection, they argue, we would expect utterances like Boy give valentine girl.

Grodzinsky (1984, 1990) forcefully makes the point that agrammatism both omits and substitute grammatical markers. Omission only seems to take place in contexts where a possible word results (dog for dogs, eat for eats):

Such is the English case: the singular form in the nominal system and the present tense form in the verbs system are both uninflected. Consequently, plurals, possessives, and verbal inflections are omitted in English agrammatic speech. But in languages such as Russian, Italian, and Hebrew, where omission of the nominal, adjectival, and verbal morphology would result in lexical ill-formedness, such elements are not omitted (although other closed-class items are). Rather, certain inflectional elements are substituted for others. In Hebrew this is due to the noncoercative nature of the morphology, and in the other languages it is due to the fact that in many instances there is no zero-inflection option. (Grodzinsky 1990:52-53)

Any analysis of agrammatism must take these qualifications into account.

A Phonological Account of General Agrammatism

Arguing that the class of items impaired in agrammatism cannot be characterized in syntactic or semantic terms, Kean (1977, 1980) proposes a model of the agrammatic
production deficit in terms of stress. Morphemes that are stressed (dog, eat, blue) or that affect the placement of stress within a word (-by) are not impaired in agrammatic speech; those that are stress neutral (so, the, -ed, -s) are.

As Kean herself notes, “deficits are to be characterized in terms of the impairment to some component(s) of the language faculty” and not simply in terms of a level of representation (1980:260). That is, a characterization of agrammatism merely in terms of a phonological (or syntactic or semantic) level of representation does not go far in explaining how agrammatism comes about: a representational deficit is a symptom of agrammatism, not its cause. Kean therefore suggests that her phonological characterization of the deficit be linked with something like Bradley, Garrett and Zarif’s (1980) model and with Garrett’s processing model. In this way, her phonological characterization is grounded in an impaired component of a processing model.

Kean’s account incorrectly predicts that stress neutral derivational affixes (-ness, -ize) will be affected to the same degree as stress neutral inflectional affixes, a claim which is not borne out by clinical observations. Indeed, her general claim, that “A Broca’s aphasic tends to reduce the structure of a sentence to the minimal string of elements which can be lexically construed as phonological words in his language (1977:25) would seem predict that all affixes would be lost in agrammatism. (See, among others, Grodzinsky 1984 for a critique of Kean’s proposal.)

A Syntactic Analysis of General Agrammatism

A number of analyses have been proposed that characterize agrammatism as a pure deficit in syntactic processing (e.g., Berndt and Caramazza 1980, Grodzinsky 1984, 1988; see Schwartz, Linebarger and Saffran 1985 for a more complete discussion). As Schwartz et al. put it, these analyses all characterize agrammatism as [Language System minus Syntactic Component]. The general idea is this:

Without a planned syntactic frame to guide production, lexical items with a purely syntactic function would not be selected by the semantic interpreter. That is, patients’ utterances would be expected to be agrammatic. In addition, without adequately selected syntactic structures, we would expect other output problems such as word order disturbances... The characteristic dysprosody of Broca’s aphasics is also a predictable consequence of a failure to select a syntactic frame to guide production.

(Berndt and Caramazza 1980:271)

Grodzinsky’s (1990) syntactic account is perhaps the most elaborated. He claims that “the universal characterization of the grammatical representations for agrammatic speech production patterns” is as follows (1990:61):

At S-structure the representation of agrammatic speech differs from the representation of normal speech in the following respects:
   a. Nonlexical terminals are deleted.
   b. Governed prepositions are deleted.

What are “nonlexical terminals?” Grodzinsky offers two definitions but says he is “aware of no data that distinguish between the two” (1990:59):

A terminal element is lexical iff:
   Def. 1: It is dominated by a category defined by the features [±N, ±V].
   Def. 2: It contains lexical material at a given level.

Definition 1 runs into the problems discussed in Emonds (1985) and above in Chapter 1: pronouns, auxiliary verbs and most prepositions are also dominated by a category defined by the features [±N, ±V]—but they are not retained in agrammatic speech. Grodzinsky handles prepositions by dividing the class in two on syntactic grounds: those that are governed (dative to, for instance) and those that are not (lexical prepositions like over, under). But this account cannot be extended to pronouns and auxiliary verbs. Pronouns are especially difficult for Grodzinsky’s account since he treats proper names like Mary as dominated by NP (1990:169): if proper names and pronouns are both dominated by NP, his definition 1 incorrectly predicts that both will be retained in agrammatic speech.
Grodzinsky does not discuss Definition 2 at any length but notes that it would include "determiners, inflection, auxiliaries, and case markers, as well as the empty categories trace and PRO and their associated indices" (1990:59). If by containing 'lexical material at a given level' he means something like the first stage of level-ordered lexical insertion (Chapter 1 above), Definition 2 is non-distinct from "items in the Phrasicon". Since he does not treat this at any length I will not discuss it further here.

Grodzinsky's account suffers from two problems. The first concerns his (useful) notion of breakdown compatibility. He proposes that an adequate grammar must be constrained by learnability, parsability and breakdown-compatibility. The latter is defined as follows:

The patterns of selectivity in the relevant domain observed after brain damage have to form natural classes in the theory of grammar. The internal structure of the theoretical account of a domain, then, effectively dictates which patterns of impairment are possible, and which are impossible. An examination of deficit descriptions can be used to evaluate the theory. If the predictions it makes are correct, and it is found to be compatible with breakdown patterns, we can conclude that it meets the neuropsychological constraint of breakdown-compatibility.

The problem is that the breakdown patterns he describes (the deletion of non-lexical terminals and governed prepositions) do not form a natural class in the theory of grammar he espouses, Government-Binding theory (Chomsky 1981, 1986a, b). GB theory makes available only the natural class (N, A, V, P) and, as Grodzinsky himself makes very clear (ps. 59–62), this is not the class of items that are impaired in agrammatism.

Another limitation of Grodzinsky's proposal is that it is characterized in terms of a level of representation (S-Structure) rather than a component of the grammar or processor. Recall Kean's claim that "deficits are to be characterized in terms of the impairment to some component(s) of the language faculty". Now the GB model of grammar Grodzinsky uses is quite modular, so we might expect the deficits he cites in agrammatism to be suitable in terms of one of these modules. Consider his characterization of the grammar and its modules (his figure 2.2):

D-Structure, S-Structure, PF (phonetic form) and LF (logical form) define the levels of representation; modules of the grammar are given in boxes and their domains are indicated by arrows. Such a model of grammar predicts (i.e., is breakdown compatible with) a number of hypothetical language deficits: e.g., one in which case theory fails to apply, one in which nothing moves, one in which X' and theta theory fail to function properly, etc. But none of these modules defines the domain in which the agrammatic deficit is located. Nor does S-structure define it, though it does include it. Essentially, Grodzinsky's analysis boils down to the addition of two deletion rules to the grammar in (11): one deletes non-lexical terminals, the other deletes un-governed prepositions. These rules convert the normal representation, S-Structure, into an agrammatic representation, S-Structure prime. Though Grodzinsky's analysis is successful in locating the effects of agrammatism, it is unable to isolate the cause of these effects, i.e., the affected module of the grammar.

This is not to say that a syntactic analysis of general agrammatism is impossible. But there may well be something amiss in trying to define general agrammatic production purely in terms of a syntactic deficit:

...although considerable progress has been made in working out the details of the nature of agrammatism, there remain many unresolved issues. Only two strong conclusions are possible regarding the structure of
agrammatism: it is characterized by the relative omission of free-standing grammatical markers and the omission (in languages like English) or inappropriate selection (in languages like Italian) of inflectional morphology. The other features of agrammatism have a somewhat more tenuous status. Thus, it cannot be said with certainty that context has an affect on omission of grammatical markers, that phrase length should be severely restricted, that verbs are nominalized or omitted excessively, or that word-order problems necessarily co-occur with the omission of grammatical markers, despite some evidence for these features. (Caramazza and Berndt 1985:40—my emphasis)

Perhaps isolating function words and inflectional affixes by pruning syntactic representations upstream is not the answer. Another possibility lies in modeling the disruption of these items more directly.

The Closed Class Hypothesis.

Bradley, Garrett and Zurif (1980) introduced an analysis of agrammatism that singles out a specialized lexicon for closed class items, i.e. inflection and function words (see also Zurif 1980, Garrett 1982). As detailed above (Chapter 1), this second lexicon holds rapid-access copies of the function words and inflectional affixes that are stored in the regular lexicon. In agrammatism, access to the second lexicon is taken to be disrupted (III):

(12) A Double-Listing Model

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Second Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Words: blue, eat, thinkable, yesterday...</td>
<td>Function Words: and, if, the, to, will...</td>
</tr>
<tr>
<td>Function Words: and, if, the, to, will...</td>
<td>Inflection: -ed, -ing, -s</td>
</tr>
<tr>
<td>Derivation: -ic, -ay, -ize, -ish, -ize, -ness...</td>
<td></td>
</tr>
<tr>
<td>Inflection: -ed, -ing, -s</td>
<td>Frequency-sensitive access route</td>
</tr>
</tbody>
</table>

On such a model, then, agrammatic speakers may be hypothesized to rely solely on the frequency-sensitive lexicon. Consequently, they must search for the and -ed in the same large bin in which they search for blue and -ess. The result is that the and -ed are not found as readily as they are by normals; this is taken to be the cause of telegraphic speech.

This approach has at least two advantages. First, it ties in an analysis of agrammatism with a model of the processor that is independently motivated by speech error data in normals, i.e. the Garrett model. Second, it models agrammatism on loss of access to a component in the process rather than merely locating the deficit somewhere in one or another level of representation.

One disadvantage of the model is its double-listing of closed-class items. The double-listing of grammatical items in the lexicon as well as in the second-lexicon was motivated by studies (Bradley and Garrett 1979; cf. also Bradley 1983) which showed that agrammatics retain the ability to recognize function words as existing words of their language. Moreover, they recognize function words in the same way as they recognize content words, namely, as a function of their frequency in everyday speech. In this they differ from normals, whose recognition of content words is a function of their frequency but whose recognition of function words is not correlated to their frequency. If function words were not doubly represented in the (first) lexicon, it is reasoned, loss of the second lexicon would result in total loss of function word recognition.

The problem with this involves the disruption of function words and inflectional affixes in agrammatism. If agrammatics have the same speed of access to function words that they have to content words, why do they err primarily in the use of the former rather than the latter? Equal access should yield equal, not differential impairment. Indeed, if agrammatic access to both classes is frequency-sensitive, agrammatics should still have much faster reaction time for function words than content words, since they occur so much
more frequently in everyday speech; but the Bradley and Garrett results show about equal access times for the two classes of words.

A more intricate account of agrammatism is presented in work by Lapointe and Dell (Lapointe 1985; Lapointe and Dell 1989). Their Extended Garrett model includes fragment and function word stores that map syntactic features onto sets of grammatical morphemes. These "notion stores" are essentially highly articulated sub-Phrasicons: one sub-Phrasicon for VP, one for NP, etc. Consider the notion store that maps features of VPs onto morphemes that spell out modality, voice and aspect (rows) in terms of person and number agreement (columns):

(13) Partial VP Notion Store for English (Lapointe and Dell 1989)

<table>
<thead>
<tr>
<th>(indic, act, nonspec) x</th>
<th>(indic, act, dur) x</th>
<th>(indic, pass, nonspec) x</th>
<th>(pres, sing-3) x</th>
<th>(pres, sing-2) x</th>
<th>(pres, sing-1) x</th>
<th>(pres, plur) x</th>
<th>(past) x</th>
<th>(pass, sing-1) x</th>
<th>(pass, sing) x</th>
</tr>
</thead>
<tbody>
<tr>
<td>(pres, sing-3) x</td>
<td>(pres, sing-2) x</td>
<td>(pres, plur)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(pres, sing-3) x</td>
<td>(pres, plur)</td>
<td>(past)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(past)</td>
<td>(pass, sing-1) x</td>
<td>(pass, sing)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The VP Notion Store is organized according to markedness scales based on traditional comparative and historical linguistic studies (see Lapointe 1985a for discussion).

Lapointe acknowledges that agrammatics tend to produce certain function words and inflectional affixes, e.g., and and the, quite frequently compared to others. He notes that English speaking agrammatics, for instance, tend to produce verb forms consisting of V, V + ing and is V + ing. He accounts for these facts (and similar facts for Italian agrammatics) by proposing that a Control mechanism in the processor scans rows and columns in the VP Notion Store by means of a Locator (see below—I have fused Lapointe’s 1985 model with Lapointe & Dell’s 1989 description of it; the latter substitutes notion stores for the address index and locator of the 1985 model).

(14) The Syntactic Processor (Lapointe 1985)

Scansion in the notion stores proceeds from left to right and from top to bottom. The farther down and to the right a morpheme lies, the longer it takes to access. Lapointe proposes that agrammatic patients lack some of the resources necessary for deploying the locator: as a result, they tend to limit their search to the left-most and top-most corner of the VP notion store—producing primarily V, V + ing and is V + ing in the case of English. This is extended to account for an asymmetry in function words vs. inflectional affixes: the former are produced less often than the latter. Lapointe models this by putting function words lower down in the VP notion store than inflectional affixes—again, agrammatics tend to stay up and to the left of the notion stores.

This model of the processor avoids the pit-falls of double-lexical items are stored in the mental lexicon; function words and inflectional affixes are stored
(only) in the syntactic processor as part of "prepackaged fragments of morphosyntactic structures" (1983:31). Agrammatics have problems accessing function words and inflectional affixes but the problem is stated in terms of the normal access route for retrieving these items. In the Bradley, Garrett and Zurif model, agrammatics have problems finding grammatical items in the first lexicon (where normals presumably never even look for them); in the EG model agrammatics have problems finding these items in the little lexicon (where normals also look for them, but with better results).

In general, the Lapointe and Dell model does an excellent job in modeling agrammatic speech. Note, in particular, that it models the deficit by isolating a single module of the processor, the Syntactic Processor. We might annotate the model to show the deficit as follows:

(15) The Agrammatic Syntactic Processor

Notice that the omission or misuse of inflection and function words on this model seems to be directly tied to the limited syntactic abilities (embedding, etc.) that many agrammatics show.

This is fine for general agrammatism, as defined here. But it is problematic when we consider dissociations within agrammatism. As Lapointe himself notes (1983:33), work by Micheli et al. (1983) and Saffran et al. (1980) suggests that the omissions and misuse of grammatical items is dissociable from the reduction in syntactic complexity and the well-formedness of utterances. The Lapointe model does not fare well in characterizing a syntactic deficit without a morphological deficit or vice versa.

Syntactic Agrammatism without Morphological Agrammatism

There are two well-studied cases of syntactic agrammatism without a deficit in the production of function words and inflection.

Saffran et al. (1980) hypothesize that "the constructional and morphological aspects of agrammatic production are dissociable" on the basis of the asyntactic but morphologically well-formed output of a patient they studied (p. 235). They note that

while his output is in many ways similar to that of the classical agrammatics, the patient does not omit obligatory grammatical morphemes. He is even able to produce inflectional variants (such as the /u/ allomorph of the third person singular and the non-syllabic /u/ form of the past tense inflection) that are rarely achieved by the agrammatics: A picture of a girl giving flowers to her teacher elicits:

Girl...wants to...flowers...flowers and wants to...The woman...wants to...
The girl wants to...the flowers and the woman.

A truck towing a car:
The man...uh automobile and truck...the man drives the truck and the automobile.

A woman kissing a man:
The kiss...the lady kissed...the lady is...the lady and the man and the lady...kissing.

A boy drying himself with a towel:
Puts...the man puts on...on his...towel.

A woman putting clothes in a washing machine:
The lady...the lady launders the...the lady puts the washes...wash on...puts on the wash with the laundry....

This seems to require a model of the grammar processor which distinguishes the syntactic module from the module that spells out non-lexical features in syntactic representation (i.e., the Phrasicon). Given such a model, the deficit observed by Saffran et al. may be modeled as follows:

(16) Syntactic agrammatism without morphological agrammatism

Unlike the EG model, the REG model above is able to straightforwardly capture the generalization that "while the patient has a great deal of difficulty in putting a sentence together, the simple structures that he does elaborate are well formed morphologically (ibid, p. 235)

Miceli et al. (1983) report on G.G. and T. F., two Italian agrammatics. (T. F. will be discussed below, 6.4.) G. G. is similar to the Saffran et al. case. His speech is "slow, effortful, and dysarthric, with a flattened melody and a peculiar 'staccato' character" (ibid., p. 68). Although he has only a mild morphological deficit (occasiona

his utterances are largely composed of disjoint phrases, and the main verb is omitted from about one-fifth of his clauses... He is apparently attempting to construct subordinate clauses at some points, but he fails to actually produce them. And much of his output cannot be segmented into sentences.

Despite these severe problems with production, his syntactic comprehension (including comprehension of passives and of center-embedded sentences) was within normal limits in all of the tests given.

G. G. is especially interesting because his morphological deficit improved over time. He was interviewed twice, once 3 months postonset and once 14 months postonset. Miceli et al. report that

In the first interview, the patient showed considerable impairment in both morphology and syntax, as computed by number of omissions in obligatory context. In the second sample, morphological disturbances are clearly reduced, while syntactic deficiencies remain either virtually unchanged or only slightly reduced.

Thus G. G. shows not only a differential impairment for syntax and morphology, but a differential recovery rate of these aspects of agrammatism as well. His change over time might be modeled as follows:

(17) G.G.: reduction in morphological deficit over time

a. 3 months postonset
b. 14 months postonset
Such an improvement is difficult to model unless the morphological and syntactic aspects of agrammatism are dissociable. (See Nespoulous 1973 for a similar report on a French agrammatic.)

Syntactic agrammatism without morphological agrammatism argues in favor of a model of the grammar/processor in which syntactic processes are carried out by a different module than the module responsible for the proper selection and insertion of function words and inflectional affixes. The same holds for the opposite type of agrammatism: morphological agrammatism without syntactic agrammatism (see below).

6.4 Impairment implicating the Phrasicon

Impairment implicating only the Phrasicon but sparing the Lexicon and the Syntactic component may be found in cases of morphological agrammatism without syntactic agrammatism. These cases show the same dissociation discussed in (6.3), but with the complementary set of facts. There, it seems that the syntactic module is impaired but the morphological module that selects and inserts function words and inflection is intact; here, the syntactic module is intact but the morphological module that selects and inserts function words and inflection is impaired.

Morphological Agrammatism without Syntactic Agrammatism

Patient T. F. in the Miceli et al. study provides essentially complementary symptoms to G. G. He is “free of all dysarthria, dysfluency, and dysprosody; he is, again, a remarkable case of pure agrammatism of speech” (1983:71). T. F. omits inflections and function words in over half of the contexts in which they were required and replaced tensed verbs by infinitives 47% of the time, but has sentences of normal length and complexity. He omits no more than three main verbs in some 70-odd clauses. There are a few sequences of phrases which cannot be easily interpreted, but overall his sample of 600 words consists of some 30 well-formed compound and complex sentences; he uses only three simple sentences in his entire narrative.

Finally, there are two more grammatical properties which distinguish the patients from one another: the use of the clitic pronoun system and the use of auxiliary verbs to form the perfect tense. Both of these are very severely impaired for [T. F.] and very mildly impaired for [G. G.]. (1983:74)

Like G. G. and the patient studied by Saffran et al., T. F. points toward a separation between the syntactic processor and the morphological processes that write out non-lexical syntactic features. But whereas the predominantly syntactic agrammatism of G. G. is modeled as an impairment affecting the syntactic processor, T. F.’s purely morphological agrammatism must be modeled as impairment affecting the Phrasicon:

(18) Morphological agrammatism without syntactic agrammatism

Kolk et al. (1985) report on a similar patient, K., an agrammatic Dutch woman in her fifties. K’s articulation was only mildly impaired and she retained full control of sentence intonation; phrase length was fairly long and a number of comprehension tests (including comprehension of passives, center-embedded sentences) showed that “she understands the meaning of the grammatical morphemes that were employed” (1985:175). Nevertheless, her speech was marked by a relatively high percentage of omission of function words and inflectional affixes: “although the spontaneous speech of this patient does show the
required telegraphic quality [associated with agrammatism]...in other respects her language behavior is not typical for an agrammatic speaker" (1983:172).

Again, this is best modeled on a grammar/processor which isolates function words and inflectional affixes in a module separate from the modules that control syntax, pronunciation, etc.

At first blush, this would seem to overstate the case: after all, in most cases, agrammatic production involves both a deficit in grammatical items and one in syntactic complexity. How is this to be explained if the morphological and syntactic aspects of agrammatism come from disruption of separate components of the processor? The answer is probably obvious from the diagram of the grammar above: the syntax provides the input to the Phrasicon. Problems in the input to the Phrasicon would be very likely to cause problems with the correct selection and use of function words and inflectional affixes.

What is surprising, and what the T. F. and K cases show, is that problems with the correct selection and use of function words and inflectional affixes need not co-occur with a syntactic deficit: problems downstream need not be caused by problems upstream. What is more surprising, and what the Saffran et al. and G. G. cases show, is that problems in the syntax need not cause problems with the correct selection and use of function words and inflection: problems upstream need not cause problems downstream. In either case, then, the syntactic and morphological (function word- and inflection-related) aspects of agrammatism are dissociable and need to be modeled using separate modules of the grammar.

A word on asyntactic comprehension.
It is well-known that production often lags behind comprehension. A non-native speaker of French, for instance, can usually understand more (and better) French than she can produce. Even for a native speaker, it would seem, sentences may be easier to understand than to produce. Garrett (1980:216) points out that "the production system must get the details of form 'right' in every instance, whether those details are germane to sentence meaning or not"; thus, "unlike comprehension mechanisms, which in principle can often succeed without taking account of grammatical features, the processes of creating an utterance are inextricably bound up with them" (Bock and Kroch 1989:158).

This is important in considering agrammatic production and agrammatic comprehension. Agrammatic listeners seem to be able to interpret far more information from grammatical items than they can use successfully in production. The point here is that we might expect an aphasic with limited access to the Phrasicon to do better at comprehending grammatical items than at producing them. And this seems to be the case. Linebarger (1989), for instance, reports on agrammatic patients who did well in correctly assessing the grammaticality of minimally different pairs such as

Did the girl enjoy the show?
*Was the girl enjoy the show?

Which records are you going to give ___ to Louise?
*Which are you going to give ___ records to Louise?

The man sat on the new sofa.
*The man sat the new sofa.

Detecting any of these violations requires access to information about the function words involved.

Still, asyntactic comprehension is well-established, though its limits are not well understood. Linebarger also notes that the patients she studied were unable to distinguish non-categorial feature mismatches between anaphorically linked elements. (In the relevant tests) the violations represent mismatches of number,
gender, person, animacy between elements which are anaphorically linked by grammatical principles.

She goes on to note that "it might be that these coindexations are represented, but that the mismatch in semantic features between the coindexed elements is not detected" (ibid). Agrammatic comprehension of (non-constituent) prepositions has been studied in German by Friederici (1985) and a recent study by Tyler and Cobb (1987) reveals agrammatic comprehension of inflectional morphology.

Work by a number of researchers suggests that agrammatic production and asyntactic comprehension are also dissociable (Goodglass and Menn 1985; Caramazza and Berndt 1985; Miceli et al 1983; Kolk et al 1981).

Summary

Agrammatism is clearly not a simple disorder. Patients like G. G. and T. F. show that Italian agrammatism, at least in these cases, appears to be a complex of partially dissociable impairments to syntactic (sentence construction) and morphological (inflection and function word) processing. Derivational morphology appears to be spared in the speech of both patients...

(Miceli et al. 1983:82)

Patients in the Saffran et al. (1983) and Kolk et al. (1985) studies suggest that this characterization of agrammatism may hold for English and Dutch as well.

The implications of agrammatism for the grammatical and processing models discussed in Chapter 1, then, should be clear. Impairment that selectively targets function words and inflection but spares content words and derivation argues for a distinction along the lines of what I have called the Lexicon and the Phrasicon. Of the processing models discussed in Chapter 1, this leaves only two: the Extended Garrett (EG) model, with its separate function word and inflectional affix stores and the Revised Extended Garrett (REG) model, with its separate Phrasicon.

These two models differ primarily in whether function words and inflectional affixes are stored in a module other than the syntactic module. According to the EG model, function word and inflection stores are part of the syntactic processor; according to the REG model, they form a separate module, the Phrasicon. What have been called syntactic agrammatism without morphological agrammatism and morphological agrammatism without syntactic agrammatism strongly suggest that the module that controls construction of syntactic structure and the module that controls the selection and insertion of function words and inflectional affixes are indeed separate modules. Additional evidence for this separation comes from patients whose syntactic and morphological deficits improve or worsen at different rates. In this way, agrammatism adds invaluable support to one of the central hypotheses of the REG model: that the Lexicon, Syntax and Phrasicon are distinct modules of the grammar/processor.

Word Recognition in Agrammatism

Friederici (1985) provides experimental evidence from German that lexical prepositions (steht auf dem Stuhl ‘stands on the chair’) and grammatical prepositions (hofft auf den Sommer ‘hopes for the summer’) are processed differently, even when they are homophonous (auf vs. auf). This provides interesting support for the double-listing of prepositions proposed in Chapter 4 on the basis of prepositions that undergo affixation and compounding.

Normal subjects and agrammatics differed in their recognition rates for open and closed class words:

The agrammatic subjects in our study differed from normals in their use of form class information. Like the normals, they showed facilitation due to semantic context on open, but not on closed class items. Unlike normal listeners who reacted faster to closed class than to open class elements, agrammatic patients recognized open class items faster than...closed class
items... So, this study provides some evidence for the position that agrammatics cannot use a special closed class retrieval system to retrieve the functional information of such items. (1985:155)

Whatever it is that enables normals to access grammatical prepositions faster than lexical prepositions is lost to the agrammatics in the study, who recognize content words more quickly than function words. Again, this may be taken as evidence that content and function words are stored in different components of the grammar: such patients display accessing problems with the Phrasicon, with (relatively) unimpaired access to the Lexicon.

(19) Slowed access time for function words

\[
\text{Lexicon} \rightarrow \text{Semantic Processor} \downarrow \\
\quad \downarrow \bigwedge \text{Syntax Processor} \downarrow \\
\quad \downarrow \bigwedge \text{Phonetic Processor}
\]

Experiments such as these provide "evidence for a computational distinction of different vocabulary types, and consequently, their attribution to different levels of sentence processing." (Friederici 1985:133)

Deep Dyslexia

There is a close connection between agrammatism and a form of acquired reading disorder called deep dyslexia. Not all agrammatics are deep dyslexics, however, so the two symptoms are dissociable (Caramazza, Berndt and Hart 1981; Coltheart, Patterson and Marshall 1980; Martin, Caramazza and Berndt 1982). In many ways, deep dyslexia is the mirror image of surface dyslexia, discussed above.

Deep dyslexics typically cannot read non-words: they are essentially limited to reading words they already know. According to Newcombe & Marshall, "The salient characteristics of deep dyslexia are the predominance of single-word semantic errors and the inability to read function words and to pronounce nonsense words" (1984:187).

Single-word semantic errors give rise to the term 'deep dyslexia'. The cases below are typical: asked to read bun, G.R. responds 'cake', etc.

(20) Patient G.R.: Single-word semantic errors

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUN</td>
<td>cake</td>
</tr>
<tr>
<td>GNOME</td>
<td>pixie</td>
</tr>
<tr>
<td>CRAFT</td>
<td>sculpture</td>
</tr>
<tr>
<td>AUDIENCE</td>
<td>clap</td>
</tr>
<tr>
<td>LITTLE</td>
<td>short</td>
</tr>
<tr>
<td>ANTIQUE</td>
<td>ornament</td>
</tr>
<tr>
<td>KILL</td>
<td>murder</td>
</tr>
<tr>
<td>DEVELOP</td>
<td>camera</td>
</tr>
<tr>
<td>OZ</td>
<td>pound</td>
</tr>
<tr>
<td>XII</td>
<td>BC</td>
</tr>
</tbody>
</table>

As shown here, the response is often a ('deeply') semantically related word without any phonological or visual (written) similarity to the word presented.

(21) Subcomponents in the Lexicon (after Fromkin 1985)

<table>
<thead>
<tr>
<th>Orthographic</th>
<th>Phonological</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexicon</td>
<td></td>
</tr>
<tr>
<td>cap</td>
<td>/kap/</td>
</tr>
<tr>
<td>cane</td>
<td>/ken/</td>
</tr>
<tr>
<td>cape</td>
<td></td>
</tr>
</tbody>
</table>

Semantic Lexicon
CAP
CANE
CAPE

Note that the connection between the orthographic and phonological lexicons is disrupted in deep dyslexia. Correct and incorrect reading responses arise as follows:

When these patients read words correctly, there appears to be a direct route from visual orthography to orthographic listing; this either includes a phonological representation or is somehow connected with one. When they err, producing semantically-related word substitutions, this suggest that the semantic representation is separate from the orthographic and phonological representation; the orthographic listing is first mapped onto a semantic listing, which then connects to the phonology. If the wrong semantic listing is selected, then the wrong phonological representation is also selected and produced.

(Fromkin 1987:11)

Whereas the surface dyslexic is better able to read function words than content words, the deep dyslexic tends to read only content words. Compare the performance of deep dyslexic G. R. with that of surface dyslexic J.C. above (9).

(22) Patient G. R.: Reading responses to Content and Function words

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>WITCH</td>
<td>yes</td>
</tr>
<tr>
<td>WHICH</td>
<td>no!</td>
</tr>
<tr>
<td>EYE</td>
<td>eyes</td>
</tr>
<tr>
<td>I</td>
<td>no!</td>
</tr>
<tr>
<td>HYMN</td>
<td>bible</td>
</tr>
<tr>
<td>HIM</td>
<td>a...a boy?...no!</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEAN</td>
<td>oh, I know...well...soup...in the soup</td>
</tr>
<tr>
<td>BEEN</td>
<td>no!</td>
</tr>
<tr>
<td>BEE</td>
<td>tiny...er...small...bee...bees</td>
</tr>
<tr>
<td>BE</td>
<td>those...these...not quite sure</td>
</tr>
<tr>
<td>HOUR</td>
<td>time</td>
</tr>
<tr>
<td>OUR</td>
<td>no!</td>
</tr>
</tbody>
</table>

KNOT unk?  WOOD yes
NOT no!   WOULD no!
MOOR mist...fog (Q) mist  FOUR yes
MORE no!  FOR no!

(Newcombe & Marshall 1984—again, yes indicates a correct reading. The response 'No!' is G. R.'s indication that he cannot read the word, not a misreading of the word as 'no'.)

This condition is quite serious:

The patient can read almost no examples of form-classes apart from the major ones we have described (nouns, adjectives, verbs—C.G.). No prepositions (n=20), adverbs (n=20), or words from the determiner system (n=18) were correctly read. Of the seven personal pronouns (in subject form) the patient could read only one ("I"). No question markers ("where", "when", "why", for example) were read correctly (n=8). Of the simple and correlative conjunctions only one ("and") was read correctly (n=8).

(Marshall & Newcombe 1966:172)

Similar low levels of success in reading function words are found in other deep dyslexics.

(23) Percent of FWs read correctly by various patients (from Morton & Patterson 1960)

<table>
<thead>
<tr>
<th>Patient</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>G.R.</td>
<td>2%</td>
</tr>
<tr>
<td>P.W.</td>
<td>8%</td>
</tr>
<tr>
<td>K.F.</td>
<td>11%</td>
</tr>
<tr>
<td>V.S.</td>
<td>29%</td>
</tr>
</tbody>
</table>

A particularly interesting type of mis-reading of function words is the 'substitution'. Whereas content words are generally misread as visually or semantically similar content words, function words are often misread as totally unrelated function words. Consider the following substitutions by P. W., a patient reported in Patterson and Marcel (1977).

(24) P. W.: Function word substitutions

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>where</td>
<td>because</td>
</tr>
<tr>
<td>had</td>
<td>of</td>
</tr>
<tr>
<td>to</td>
<td>which</td>
</tr>
<tr>
<td>his</td>
<td>in</td>
</tr>
<tr>
<td>the</td>
<td>is</td>
</tr>
</tbody>
</table>
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But such a one-lexicon analysis is less successful in explaining function word substitutions: if function words cannot be read by the orthographic -> phonological route nor by the more circuitous orthographic -> semantic -> phonological route (see (21)), how can they be misread as other function words?

Thus, a one-lexicon analysis fails to capture the fact that function words are recognized as members of the same class. This is implicit in substitutions, and is made explicit by patients such as G. R.: asked to read be, for instance, he responds “Small words are the worst”; asked to read some, “One of them horrid words again” (quoted in Fromkin 1987:10). P. W. once responded to an invitation to read by saying “Big words—Yes! Little words—No!” (Morton and Patterson 1980:270). Responses like these indicate that the patient “does often recognize the functionals as “those little words,” belonging to a class that is impossible to decipher” (Newcombe & Marshall 1954:186-7).

Another difficulty with the one-lexicon account sketched above is that deep dyslexics seem to know quite a lot about the semantics of function words; this makes it unlikely that their troubles reading function words may all be traced to semantics. Morton & Patterson report on a number of tests for P. W.'s comprehension of semantic features for function words. On tests that bypassed production of function words (i.e., accessing the phonological sub-lexicon), P. W. did very well. Consider his performance in triad tests (examples below) in which he needed to match function words in terms of number and gender, for instance:

\[(25)\] Triad tests

(a) number

(b) gender

This requires no recourse to a second lexicon.
The test involves picking the word on the left (me or us) that best goes with the word on the right (we); here the correct answers are us and this (a), him and she (b). P. W.'s high scores on these and other tests led Morton & Patterson (1980:283) to conclude that "in spite of his very impoverished ability to read function words aloud, P. W. apparently has a great deal of lexical/semantic information about them".

One final difficulty with a one-lexicon analysis of deep dyslexia. Some responses to function word stimuli yield a semantically related content word. The corpus for P. W., for instance, includes the following (Appendix 2, Coltheart et al. 1980):

(26) P. W.: function word -> content word errors

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>BENEATH</td>
<td>downstairs</td>
</tr>
<tr>
<td>FEW</td>
<td>little</td>
</tr>
<tr>
<td>MORE</td>
<td>little</td>
</tr>
<tr>
<td>MOST</td>
<td>big</td>
</tr>
<tr>
<td>SHE</td>
<td>girls</td>
</tr>
<tr>
<td>HER</td>
<td>girl</td>
</tr>
<tr>
<td>HE</td>
<td>man</td>
</tr>
<tr>
<td>IF</td>
<td>query</td>
</tr>
</tbody>
</table>

These errors strongly suggest that P. W. has access to the semantics of function words. They equally suggest that P. W. has problems accessing the phonological representations of function words. His corpus shows no errors in the other direction, i.e., content words misread as semantically related function words. Thus it seems that it is not the semantic representations of function words that gives deep dyslexics problems, but their phonological representations.

How may this be represented with two lexicons? P. W. has semantic access to orthographically represented words in the Phrasicon, but he is unable to find anything pronounceable there; consequently, he leaves the Phrasicon and searches the Lexicon for a word with the same semantic feature(s) and pronounces that word instead of the function word. This explains why content words are not read aloud as semantically similar function words ("GIRL -> she"): even if a semantically related function word is found, it will be more difficult to access the phonological form that corresponds to it than it is to access the phonological form of a semantically related content word.

Fromkin's suggestion that function words and content words are stored in separate sub-lexicons is thus well-motivated: the orthographic representation of a function word gets a deep dyslexic into the Phrasicon where the phonological representations of words are not accessible through orthography. This leaves a patient the following possibilities:

(i) pick a semantically related content word that you can pronounce
(ii) pick something that is pronounceable and in the Phrasicon (substitutions)
(iii) just say "No!" (omissions)
(iv) point out that all you know is what set of words the stimulus belongs to.

The orthographic representation of a content word, on the other hand, gets a deep dyslexic into the Lexicon where the phonological representations of words are not accessible through the orthography. This leaves a patient the following possibilities:

(i) pick a semantically related content word that you can pronounce

Since phonological representation in the Lexicon are better preserved than in the Phrasicon, a deep dyslexic has no need to search the latter for a word whose orthographic and semantic representations are in the former.

I have tried to argue, following Fromkin 1985, that a one-lexicon analysis of deep dyslexia fails to account for the problems patients have in reading function words. But the evidence is clearly weakened by the fact that in reading content words, deep dyslexics show more difficulty in reading more abstract, less picturable words (noun > adjective > verb). It is only natural to try and extend this difficulty to function words.

More convincing would be patients who showed a clear deficit with function words, but no deficit with content words, regardless of how abstract they are. This would provide
a clearer case of dissociation between the putative elements of the Lexicon and Phrasicon. Such cases have been reported; the disorder is often called 'phonological dyslexia'.

**Phonological Dyslexia**

Patterson (1982:97) reports on a patient, A. M., whom she describes as a ‘phonological’ dyslexic, following Beauvois and Drouesnês (1979a, b), who report on a similar patient. She describes a number of tests which “demonstrate that A. M., with no syntactic deficit in speech production and no (or only the most minor) syntactic deficit in auditory comprehension, was consistently slower and less accurate in oral reading of function words than of content words.” A. M. shows many symptoms of deep dyslexia, as a comparison of his symptoms (below, right) and those of typical deep dyslexics (left) show:

(27) Comparison of a Phonological Dyslexic with typical Deep Dyslexic symptoms

<table>
<thead>
<tr>
<th>Deep Dyslexia</th>
<th>Phonological Dyslexia (A. M.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deficit in assembling phonology from print (e.g. reading nonwords)</td>
<td>yes</td>
</tr>
<tr>
<td>Deficit in reading abstract words (relative to imageable/concrete words)</td>
<td>no</td>
</tr>
<tr>
<td>Deficit (relative to nouns) in reading: Adjectives</td>
<td>no</td>
</tr>
<tr>
<td>Verbs</td>
<td>no</td>
</tr>
<tr>
<td>Function words</td>
<td>yes</td>
</tr>
<tr>
<td>Occurrence, in reading, of: Semantic paralexias</td>
<td>no</td>
</tr>
<tr>
<td>Visual paralexias</td>
<td>no (?)</td>
</tr>
<tr>
<td>Derivational paralexias</td>
<td>yes</td>
</tr>
<tr>
<td>Omissions</td>
<td>no (?)</td>
</tr>
</tbody>
</table>

In particular, A. M. shows a deficit in assembling phonological representations from orthographic ones and a clear (if somewhat mild) deficit in reading function words.

On the rather loosely defined class of words known as function words (which includes prepositions, conjunctions, pronouns, articles, auxiliary verbs, and certain adverbs and adjectives), A. M. showed a reading deficit. This was not, as it is for most deep dyslexic patients, a deficit of huge proportions; but it is worthy of attention because it was (a) consistent; (b) specific to reading (that is, A. M.’s spontaneous speech showed normal use of function words); and (c) his only word-class deficit.

(Patterson 1982:96)

He does not, however, show a deficit in reading abstract words or words that are hard to image (decrees, phase) and shows no preference for reading nouns over adjectives or verbs: in terms of oral reading of single content words, A. M.’s accuracy was virtually normal. Furthermore, his performance was robust, showing relative insensitivity to manipulations such as reduced exposure duration or unusual format.

(Patterson 1982:83)

A. M.’s condition clearly points to a dissociation between function words and content words that is not traceable to a deficit in reading abstract words or words which have low imagability. This selective deficit in reading strongly suggests that the orthographic representations of content words and function words are represented in such a way that one may be affected without the other.

### 6.5 Conclusion

I have tried to show that different types of acquired aphasia offer support for the two main hypotheses argued for here: the 2 Lexicon hypothesis and level-ordered lexical insertion. In particular, I have argued that a number of central symptoms observable in different aphasic syndromes can be modeled with the type of grammar/processor in (1) and (2), simplified below:
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(28) The grammar/processor

Damage or restricted access to each of the modules in the grammar/processor may be used to model different sets of aphasic symptoms.

The strength of the model, however, does not lie in its ability to characterize, predict, or model symptoms observed in different types of aphasia. Rather, its strength lies in the ability to characterize, predict and model aphasic symptoms linguistically, in terms of the sub-components of an independently motivated grammar/processor model.

Closing Remarks

I have argued for two hypotheses concerning both formal grammars and formal models of speech production. The first is that grammars and the processors that implement them contain two lexicons rather than one; the traditional lexicon is thus replaced by two separate modules situated on opposite ends of a syntactic module. The Lexicon contains content words and derivational affixes; it provides the lexical input for the syntactic module. The Phrasicon contains function words and inflectional affixes; it takes the output of the syntax and annotates it with the phonological representations of purely grammatical items. I have called this hypothesis about the modular organization of lexical storage the 2 Lexicon hypothesis.

The second hypothesis pursued here is that the selection and insertion of the phonological forms of words and affixes is level-ordered. Phonological forms are not inserted all at once, but in two stages, one taking material from the Lexicon, the other from the Phrasicon. In the first stage of lexical insertion, the phonological forms of content words and derivational affixes are realized; only at a later stage are function words and inflectional affixes converted into phonological strings. I have called this hypothesis Level-Ordered Lexical Insertion.

Evidence for these two hypotheses was drawn from two major areas. Three types of grammatical evidence were presented: (i) minimal word and affix requirements on content words and derivational affixes that fail to hold for function words and inflection, which seems to require something like the 2 Lexicon Hypothesis, (ii) the construction of prosodic constituents, which seems to require something like Level-Ordered Lexical Insertion, and (iii) restrictions on affixation and compounding, which also seem to require something like the 2 Lexicon Hypothesis.

Two broad types of psycholinguistic evidence were also presented: (i) a number of types of speech error were claimed to support Level-Ordered Lexical Insertion in speech production and (ii) a number of types of acquired aphasic and dyslexic orders were claimed to support the 2 Lexicon Hypothesis in the actual storage of lexical information in the mind.

A broad array of evidence, then, supports the hypothesis that lexical information is stored modularly in grammars and in the production models that utilize them. Content words and derivational affixes form a natural class that is distinct from the natural class composed of function words and inflectional affixes. This seems to be true not only for a number of distinct areas of the grammar, but for speech errors and aphasia as well. The 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion help to bridge some of the distance between formal grammars and production models. Hopefully, bridging this gap
Damage or restricted access to each of the modules in the grammar/processor may be used to model a different set of aphasic symptoms.

The strength of the model, however, does not lie in its ability to characterize, predict, or model symptoms observed in different types of aphasia. Rather, its strength lies in the ability to characterize, predict and model aphasic symptoms linguistically, in terms of the sub-components of an independently motivated grammatical model.

Closing Remarks

I have argued for two hypotheses concerning both formal grammars and formal models of speech production. The first is that grammars and the processors that implement them contain two lexicons rather than one; the traditional lexicon is thus replaced by two separate modules situated on opposite ends of a syntactic module. The Lexicon contains content words and derivational affixes; it provides the lexical input for the syntactic module. The Phrasicon contains function words and inflectional affixes; it takes the output of the syntax and annotates it with the phonological representations of purely grammatical items. I have called this hypothesis about the modular organization of lexical storage the 2 Lexicon hypothesis.

The second hypothesis pursued here is that the selection and insertion of the phonological forms of words and affixes is level-ordered. Phonological forms are not inserted all at once, but in two stages, one taking material from the Lexicon, the other from the Phrasicon. In the first stage of lexical insertion, the phonological forms of content words and derivational affixes are realized; only at a later stage are function words and inflectional affixes converted into phonological strings. I have called this hypothesis Level-Ordered Lexical Insertion.

Evidence for these two hypotheses was drawn from two major areas. Three types of grammatical evidence were presented: (i) minimal word and affix requirements on content words and derivational affixes that fail to hold for function words and inflection, which seems to require something like the 2 Lexicon Hypothesis, (ii) the construction of prosodic constituents, which seems to require something like Level-Ordered Lexical Insertion, and (iii) restrictions on affixation and compounding, which also seem to require something like the 2 Lexicon Hypothesis.

Two broad types of psycholinguistic evidence were also presented: (i) a number of types of speech error were claimed to support Level-Ordered Lexical Insertion in speech production and (ii) a number of types of acquired aphasic and dyslexic disorders were claimed to support the 2 Lexicon Hypothesis in the actual storage of lexical information in the mind.

A broad array of evidence, then, supports the hypothesis that lexical information is stored modularly in grammars and in the production models that utilize them. Content words and derivational affixes form a natural class that is distinct from the natural class composed of function words and inflectional affixes. This seems to be true not only for a number of distinct areas of the grammar, but for speech errors and aphasia as well. The 2 Lexicon Hypothesis and Level-Ordered Lexical Insertion help to bridge some of the distance between formal grammars and production models. Hopefully, bridging this gap
will allow increased linguistic analysis of psycholinguistic phenomena as well as increased psycholinguistic testing of linguistic theories.
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